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Monitoring Procedure for Intelligent Control: On-Line Identification of Maximum Closed-Loop Log Modulus

Ren-Chiou Chiang and Cheng-Ching Yu*

Department of Chemical Engineering, National Taiwan Institute of Technology, Taipei, Taiwan 10672, R.O.C.

A monitoring procedure is proposed to decide whether a retuning of the controller is necessary. The well-known robustness measure, maximum closed-loop log modulus ($L_{\text{max}}$), is used to indicate the appropriateness of the controller parameters. The monitoring procedure identifies the maximum closed-loop log modulus in two to three relay feedback experiments, a frequency domain approach. This procedure is tested against linear and nonlinear systems as well as systems with and without noise. The results show that the proposed method is very accurate in finding $L_{\text{max}}$ in an efficient manner.

1. Introduction

Chemical processes are nonlinear in nature, and they are often operated at different operating conditions. Therefore, an ideal process control system should be able to maintain good performance at different operating points. Several methods can be employed to handle plant/model mismatches as the results of nonlinearity and/or changing operating conditions. One approach is the adaptive control where the process model and the controller are updated as the operation condition changes. Despite recent advances in the theoretical aspects (Sastry and Bodson, 1989, Chapter 3), adaptive control does not fit well into the process control environment, the operator-dominated operation. This is typically true when the more complex scenario of start-up, shutdown, override, alarm, etc. is considered. Another approach is the robust control (Morari and Zafiriou, 1989, Chapter 2) where a controller is designed for a range of operation conditions. However, when a large range of operation conditions is considered, achievable performance can be quite limited. This is the tradeoff that has to be made between the range of operation conditions considered and achievable performance. In our view, an ideal process control system should have

*To whom correspondence should be addressed.
robust performance in a smaller range of operation points. Once the process drifts out of this range, on-line redesigned is made.

Therefore, an ideal control system should be able to monitor the robustness (or performance) of a closed-loop system. The concept of expert control system of Arzen (1989), Aström et al. (1988), Doraiwami and Jiang (1989), and Ortega et al. (1992) offers some light in achieving this goal. The performance measure in expert control system generally is based on the errors in the controlled variable (e.g., integrated absolute error or integrated square error), a time domain technique. However, for the regulatory oriented process control systems, this means we are not able to access the robustness (or performance) of a control system until a disturbance comes into the system. A better measure should be able to tell the robustness of a closed-loop system before the disturbance comes into the system (or significant deviations in the controlled variable are observed).

Recent advances in $H_\infty$ control theory (Zames, 1981; Francis, 1987) lead to a better approach for the design of a robust control system. The $H_\infty$ norm ($|H|_\infty$) provides a good measure of robustness. For single-input-single-output (SISO) systems, the $H_\infty$ norm is exactly the largest magnitude of the complementary sensitivity function, $H_\infty = G_{ij}K_{ij}/(1 + G_{ij}K_{ij})$, over the entire frequency range ($\omega = 0-\omega$). In the classical control theory, this is the maximum closed-loop log modulus ($L_{\text{max}}$; Luyben, 1990, p 484) or the M-circle (Ogata, 1970, p 441). For a fixed parameter controller, the $L_{\text{max}}$ often changes with operation conditions. A large $L_{\text{max}}$ indicates that the control system can tolerate a small amount of uncertainties. Therefore, it provides a good measure of robustness. Conventionally, $L_{\text{max}}$ is evaluated off-line. Typically, a process model is identified first, and the resonant peak of the closed-loop Bode plot is found. For on-line applications, this approach is time-consuming. The purpose of this work is to find a method for the on-line identification of $L_{\text{max}}$.

The success of Aström and Hagglund (1984) autotuner leads to renewed interest in the relay feedback systems (Luyben, 1987; Aström and Hagglund, 1988; Chiang et al., 1992). The relay feedback system has the following advantages: (1) it is a closed-loop test and (2) it is quite efficient (requires much less time). These two advantages are quite useful for slow varying chemical processes. Furthermore, relays with hysteresis give frequency responses at different frequencies (Ogata, 1970, p546; Shih, 1982, p270; Aström and Hagglund, 1988, p44). Therefore, in this work, the relay with hysteresis is employed to find the $L_{\text{max}}$. Since a relay feedback experiment only gives the response at one frequency, an efficient method (within two to three experiments) is necessary for on-line applications. This paper is organized as follows. Section 2 relates the hysteresis of a relay to the $L_{\text{max}}$. An on-line search method is proposed to find the $L_{\text{max}}$ in section 3. Section 4 discusses the selection of hysteresis width followed by applications in section 5. The conclusion is presented in section 6.

2. Relay with Hysteresis and $L_{\text{max}}$

2.1. Relay Feedback Systems. Aström and Hagglund (1984) proposes the use of a relay feedback system as a simple means to identify critical process information, the ultimate gain $K_u$ and the ultimate frequency $\omega_u$. Based on this process information, a crude estimate of the process model is readily available for controller tuning, e.g., the Ziegler–Nichols method or tuning methods based on the gain or phase margin (Aström and Hagglund, 1988).

\[
K_u = 4h/\pi a \quad (1)
\]
\[
\omega_u = 2\pi/P_u \quad (2)
\]

where $h$ is the height of the relay set by the user, $a$ is the amplitude of the process oscillation, and $P_u$ is the ultimate period. One important feature of the (ideal) relay feedback system is that it identifies the point when the Nyquist curve of $G_{ij}$ crosses the negative real axis $G_{ij}(-j\omega_u)=180^\circ$. This can be analyzed from the describing function analysis (Ogata, 1970, p546; Shih, 1982, p270). Consider the feedback system in Figure 1, where $N$ denotes the describing function of an ideal relay. The characteristic equation is

\[
1 + G_{ij}N = 0 \quad (3)
\]

If eq. 3 is satisfied, i.e.

\[
G_{ij} = -\frac{1}{N} \quad (4)
\]

then the system exhibits a limit cycle. For an ideal relay, we have

\[
G_{ij} = -\frac{1}{N} = \frac{\pi a}{4h} \quad (5)
\]

Figure 1. Åström-Högglund relay feedback system.

**Figure 2. Relay feedback experiments for ideal relay and relay with hysteresis.**

Chapter 4; Luyben, 1990, p 482; Seborg et al., 1989, p 298).

In the Aström-Högglund relay feedback system (1984), an ideal relay is inserted between the process output and control output ($w$) (Figure 1). In a relay feedback experiment, the relay responds to process output $y$ ($y_{\text{set}} = 0$) as shown in Figure 2. The sustained oscillation generated from the relay feedback leads to the critical information about $G_{ij}$: the ultimate gain ($K_u$) and the ultimate frequency ($\omega_u$),

\[
K_u = 4h/\pi a \quad (1)
\]
\[
\omega_u = 2\pi/P_u \quad (2)
\]

where $h$ is the height of the relay set by the user, $a$ is the amplitude of the process oscillation, and $P_u$ is the ultimate period. One important feature of the (ideal) relay feedback system is that it identifies the point when the Nyquist curve of $G_{ij}$ crosses the negative real axis $G_{ij}(-j\omega_u)=180^\circ$. This can be analyzed from the describing function analysis (Ogata, 1970, p546; Shih, 1982, p270). Consider the feedback system in Figure 1, where $N$ denotes the describing function of an ideal relay. The characteristic equation is

\[
1 + G_{ij}N = 0 \quad (3)
\]

If eq. 3 is satisfied, i.e.

\[
G_{ij} = -\frac{1}{N} \quad (4)
\]

then the system exhibits a limit cycle. For an ideal relay, we have

\[
G_{ij} = -\frac{1}{N} = \frac{\pi a}{4h} \quad (5)
\]
Figure 3. Nyquist curve of $G_{j\omega}$ and $-1/N$ loci.

Graphically, this can be understood by plotting the $-1/N$ loci on the $G_{j\omega}$-plane (Figure 3). For an ideal relay, the $-1/N$ corresponds to the negative real axis and the intersection of $-1/N$ loci and the Nyquist curve of $G_{j\omega}$ is characterized by the limit cycle. This frequency can be found from the period of oscillation $\omega = 2\pi/F_w$, and the magnitude $|G_{j\omega}|$ can be obtained from eq 5. All this information can be found directly from the relay feedback experiment.

2.2. Relay with Hysteresis. It is advantageous to have a relay with hysteresis inserted in the feedback loop (Figure 1), since the frequency responses of $G_{j\omega}$ at phase angles other than $-180^\circ$ can be obtained. Figure 2 shows a relay with hysteresis, and $\epsilon$ is the width of the hysteresis. Again, the feedback system exhibits sustained oscillations and the corresponding point in the Nyquist curve is

$$G_{j\omega} = -\frac{\pi}{4h}(a^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h}$$

where $\omega$ is the specific frequency where the oscillation occurs (can be found from Figure 2, $\omega = 2\pi/F$), $h$ is the relay height, $a$ is the amplitude of the process output, and $\epsilon$ is the hysteresis width (Figure 2). The describing function analysis ($-1/N$ loci) shows that the introduction of relay with hysteresis (\(\epsilon\) in Figure 3) simply helps us to find the frequency responses of $G_{j\omega}$ with phase angles greater than $-180^\circ$ (between $-90^\circ$ and $-180^\circ$ to be specific).

It then becomes obvious that we are able to find the frequency responses of $G_{j\omega}$ at the third quadrant by changing $\epsilon$. In other words, instead of going through the frequency domain to find $G_{j\omega}$ (in the third quadrant), one can find $G_{j\omega}$ by changing $\epsilon$.

For a specific frequency with a given relay height $h$ and a given hysteresis width $\epsilon_0$, we have

$$G_{j\omega} = -\frac{\pi}{4h}(a_0^2 - \epsilon_0^2)^{1/2} - j\frac{\pi\epsilon_0}{4h}$$

where $a = f_{G(i)}$.

For a fixed $h$, the output amplitude $a_0$ is a function of $G$ as well as $\epsilon$. In a general form, we have

$$\alpha = f_{G(i)}$$

Therefore, the frequency responses of $G_{j\omega}$ in the third quadrant with a given $h$ can be expressed as

$$G_{j\omega} = -\frac{\pi}{4h}(f_{G(i)}^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h}$$

Note that the numerical value of $G_{j\omega}$ is a function of $\epsilon$.

Since the function $G$ appears implicitly in the RHS (right-hand side) of eq 8, a further simplification is necessary for on-line applications (section 3). Nonetheless, eq 8 forms the basis for the monitoring procedure.

2.3. A Framework for Monitoring. Unlike the application of relay feedback systems in autotuning (Figure 1), performance monitoring is to detect situations where a complete retuning of the controller is necessary. Therefore, the monitoring is different from the autotuning in that a controller is known beforehand.

For the purpose of monitoring, a relay ($N$) is placed between the controller ($K$) and the process ($G$; Figure 4). Figure 4 shows that, in the monitoring mode, the input to the relay is the controller output $u$ and the output from the relay $u$ goes directly into the process. In the control mode (c in Figure 4), the controller output goes into the process directly. Figure 4 reveals that this framework differs substantially from autotuning in spirit. However, in analysis, the technique involved is exactly the same as that of the autotuning system.

Again, the describing function analysis shows that, when the relay feedback system exhibits sustained oscillations, we have

$$G_{j\omega}K_{j\omega} = -\frac{1}{N}$$

According to eq 8, again, we have

$$G_{j\omega}K_{j\omega} = -\frac{\pi}{4h}(f_{GK(i)}^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h}$$

Since we are monitoring the robustness of the closed-loop system, the complementary sensitivity function $H_{j\omega}$ plays an important role.

$$H_{j\omega} = \frac{G_{j\omega}K_{j\omega}}{1 + G_{j\omega}K_{j\omega}}$$

Substituting eq 9 into eq 10, we have

$$H_{j\omega} = \frac{-\frac{\pi}{4h}(f_{GK(i)}^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h}}{1 - \frac{\pi}{4h}(f_{GK(i)}^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h}}$$

In theory, the maximum closed-loop log modulus ($L_{c_{\text{max}}}$) can be found by searching for the resonant peak in $|H_{j\omega}|$ over the entire frequency range.

$$L_{c_{\text{max}}} = 20 \log_{10} \left( \max_{\omega} |H_{j\omega}| \right)$$

However, eq 11 reveals that, instead of searching over the frequency domain, we are able to find $L_{c_{\text{max}}}$ by going through the $\epsilon$-domain. Let

$$F(\epsilon) = |H_{j\omega}| = \left| -\frac{\pi}{4h}(f_{GK(i)}^2 - \epsilon^2)^{1/2} - j\frac{\pi\epsilon}{4h} \right|$$

$$= \left[ 1 - 2\alpha(1 - \beta^2) + \alpha^2 \right]^{-1/2}$$

where $\alpha = 4h/\pi f_{GK(i)}$ and $\beta = \epsilon/a$. Then $L_{c_{\text{max}}}$ becomes

$$L_{c_{\text{max}}} = 20 \log_{10} \left( \max_{\epsilon} F(\epsilon) \right)$$
From eq 13, a simple way to find $L_{c,\text{max}}$ is going through all possible $e$'s to find the largest $F_{(e)}$. However, in an operating environment, it is nearly impossible to monitor the system performance by going through endless relay feedback experiments (Figure 4). An efficient method is necessary if the monitoring procedure is of any practicality.

3. On-Line Search for $L_{c,\text{max}}$

3.1. Linear Assumption. The difficulty associated with eq 13 is that the amplitude of the oscillation $\alpha$ is a function of $e$ as well as $GK$.

$$a = f_{GK(e)}$$

If an approximation of $f_{GK}$ can be found by taking the effect of $GK$ into account, eq 13 can be solved explicitly for $L_{c,\text{max}}$.

Graphically, the amplitude of the oscillation $\alpha$ can be viewed as the distance between the origin and a corresponding point in the Nyquist curve (scaled by $\pi/4h$) and an increase in $e$ corresponds to moving down the imaginary axis (Figure 3). A typical Nyquist curve of $GK$ in the third quadrant shows a monotonic increasing relationship between $\alpha$ and $e$, e.g., Figure 3. The simplest approximation for the amplitude of oscillation is

$$a = f_{GK(e)} = m e + a_0$$

where $m$ is the slope which is characterized by $GK$, $e$ is the hysteresis width, and $a_0$ is the amplitude of the oscillation when an ideal relay is applied (Figure 5). This approximation (eq 14) turns out to be an extremely accurate estimate of $f_{GK}$ (see examples in section 5). A typical example is shown in Figure 5, where the linear assumption (eq 14) approximates quite well the true amplitude. The open circles (step-by-step) denote the amplitude ($a$'s) obtained from exhausted relay feedback experiments. Also, in Figure 5, the slope $m$ is found from two relay feedback experiments ($e = 0$ and $e = e_1$).

From eq 14, it becomes obvious that the Nyquist curve of $GK$ is characterized by the slope $m$ and the intersection $a_0$. For a given intersection $a_0$, once the slope $m$ is chosen, the Nyquist curve is fixed (at least in the third quadrant) as shown in Figure 6. These curves (Figure 6) generally are capable of describing typical Nyquist curve of $GK$ for open-loop stable $G$ with a PI type of controller. For systems with small values of $m$, the phase angle of $GK$ is very sensitive to the changes in $e$. Since normally we do not have a priori knowledge about the shape of the Nyquist curve, a small value of $e$ is generally recommended to avoid spurious solutions.

Since the linear assumption (eq 14) is made to characterize the Nyquist curve of $G_{(\omega)}$, justification to such an assumption should be provided. Obviously, the linear assumption is the simplest possible form to correlate $a$ and $e$. However, this assumption characterizes the inherent shape of the Nyquist curve of $GK$. It is difficult to describe the appropriateness of this assumption according to the classification of $G_{(\omega)}$, e.g., first-order systems, second-order systems, or systems with time delay, since the controller parameters change the shape of the Nyquist curve. The following theorem states the global property of the Nyquist curve characterized by the linear assumption.

Theorem. The Nyquist curve of $G_{(\omega)}$ generated from a relay feedback system (eq 14) provided with the linear assumption ($a = m e + a_0$) shows the clockwise property.

**PROOF.** See the Appendix for the proof.

Most control engineers have undoubtedly noted that the Nyquist curves of stable systems tend to be clockwise (Horowitz and Ben-Adam, 1989; Tesi et al., 1992). In other
words, most reasonably designed systems give clockwise Nyquist curves. Certainly, the assumption made (eq 14) will have difficulty in characterizing the Nyquist curve with counterclockwise behavior [can be conjectured as nonmonotonicity in the phase and magnitude of \(G_{ij}(\omega)\) (Tesi et al., 1992) near resonant frequency.

It should be emphasized here that the approximation made here does not guarantee the closed-loop log modulus \(L\) is very accurate over the entire frequency range. For example, the success of the autotuning procedure of Åström and Hågglund is because it identifies the critical process information \((K, \text{ and } \omega)\) accurately. Similarly, this approach gives a good estimate of \(L\) at an important frequency range (where \(L_{\text{max}}\) is most likely to occur) if the inherent limitation (clockwise property) is not violated.

### 3.2. Formulation

Once the linear assumption is made, the formula for the computation of \(L_{\text{max}}\) can be constructed. Substituting eq 14 into eqs 12 and 13, \(L_{\text{c, max}}\) becomes

\[
L_{\text{c, max}} = 20 \log \left( \max \left[ \frac{1 - \frac{8h}{\pi (m + a_0)} \left( \frac{1 - \left( \frac{\epsilon}{m + a_0} \right)^2 \right)^{1/2}}{1 - \left( \frac{\epsilon}{m + a_0} \right)^2 \right)^{1/2}} \right] \right) \tag{15}
\]

The maximum of \(F_\omega\) can be found analytically by solving

\[
c_4 \epsilon^4 + c_3 \epsilon^3 + c_2 \epsilon^2 + c_1 \epsilon + c_0 = 0 \tag{16}
\]

where

\[
c_0 = 2D^2 - Ea_0^2
\]
\[
c_1 = 2BD - 2mEa_0
\]
\[
c_2 = B^2 + 2AD - E(m^2 - 1)
\]
\[
c_3 = 2AB
\]
\[
c_4 = A^2
\]

and

\[
A = m^3 - m
\]
\[
B = 2m^2a_0 + a_0
\]
\[
D = ma_0^2
\]
\[
E = (4hm/\pi)^2
\]

Therefore, the hysteresis width \(\epsilon\) corresponding to \(L_{\text{c, max}}\) can be calculated from eq 16. Notice that \(\epsilon\) is a positive value. Substituting \(\epsilon\) into eq 15, \(L_{\text{c, max}}\) is readily available.

### 3.3. Procedure

From the on-going analysis, it becomes clear that two relay feedback experiments are needed to find \(L_{\text{c, max}}\). An ideal relay (Figure 4) feedback is used to find the intersection of the \(a_0\) (Figure 5) followed by a relay feedback with hysteresis \(\epsilon\) (Figure 4) to find the slope \(\epsilon\) (eq 14). Once \(a_0\) and \(m\) are available, \(L_{\text{c, max}}\) can be calculated from eqs 15 and 16.

Therefore, the monitoring procedure can be summarized as follows.

1. Switch the control system to the monitoring mode (m in Figure 4).
2. Perform an ideal relay feedback experiment and record the amplitude \(a_0\).
3. Perform another relay feedback experiment with a hysteresis \(\epsilon\) (\(\epsilon > 0\)) and record the amplitude \(a_1\).
4. Calculate the slope \(m\) (of eq 14) from \(a_0, a_1,\) and \(\epsilon\) (\(m = (a_1 - a_0)/\epsilon\)).
5. Calculate \(\epsilon\) from eq 16.
6. Calculate \(L_{\text{c, max}}\) from eq 15.

Steps 1-6 complete the monitoring procedure. If necessary, one can perform an additional relay feedback experiment using the hysteresis width \(\epsilon\) to validate the result (to check the difference between the approximated and the true \(L_{\text{c, max}}\)).

### 3.4. Limitations

The proposed monitoring procedure generally can find \(L_{\text{c, max}}\) in an efficient manner. Several limitations of the proposed method should be noticed. Since a negative value of the hysteresis height \(\epsilon\) is not physically realizable, the on-line search for \(L_{\text{c, max}}\) is confined to the third quadrant. Therefore, if the \(L_{\text{c, max}}\) is located outside the third quadrant, e.g., the second quadrant, the method fails. Certainly, this problem can be overcome by inserting an artificial element, e.g., a derivative term \(s\), such that the search space for the phase angle falls between \(-180^\circ\) and \(-270^\circ\) (the third quadrant) instead of \(-90^\circ\) and \(-180^\circ\) (the second quadrant).

Another problem associated with the proposed method is the linear assumption (eq 14). The linear assumption basically assumes that the Nyquist curve of \(G_{ij}(\omega)\) has the clockwise property. In a less rigorous argument, the magnitude and phase of \(G_{ij}(\omega)\) are monotonically decreasing functions with respect to \(\omega\). This assumption generally holds when the controller has integral action. However, if the vicinity of the resonant frequency (of \(H_{ij}\)) exhibits nonmonotonic behavior in \(G_{ij}(\omega)\), the linear assumption can give poor result (despite the fact that it rarely happens, since the nonmonotonic behavior in \(G_{ij}(\omega)\) generally happens (if it exists) at the frequency smaller than the resonant frequency).

### 4. Selection of Hysteresis Width

#### 4.1. Noise-Free Systems

Technically the choice of the relay width \(\epsilon\) also plays an important role for the successful finding of \(L_{\text{c, max}}\). Figure 6 shows that, for systems with small value of \(m\), the phase angle of \(G_{ij}(\omega)K_{ij}(\omega)\) decreases rapidly to \(-90^\circ\) for a small increase in \(\epsilon\). Without a priori knowledge about the shape of \(G_{ij}(\omega)K_{ij}(\omega)\), a small value of \(\epsilon\) is preferred to ensure the successful characterization of \(G_{ij}(\omega)K_{ij}(\omega)\). Therefore, for a noise-free system, the principle is to select \(\epsilon\) as small as possible.

#### 4.2. Systems with Noise

Any practical monitoring procedure should be able to handle process noise. In process control systems, the noises come from measuring devices, control valves, or the process itself. In relay feedback experiments, the amplitudes of the limit cycles are often corrupted with noises. In that case, the relay height should be adjusted such that a good (large) signal-to-noise ratio is ensured.

In selecting hysteresis width, a small \(\epsilon\) is preferred for noise-free systems. However, too small a \(\epsilon\) can lead to the switching of relay as the result of process noises. Consider a sequence of normally distributed noise \(w(t)\) with zero mean inserted between the controller \(K\) and the relay \(N\) (Figure 4). Since the amplitudes of the limit cycles are corrupted with noise, the selection of \(\epsilon\) should be reconsidered. In the monitoring procedure the slope \(m\) (in eq 14) are calculated from

\[
n = \frac{a_{\text{N}} - a_{\text{ON}}}{\epsilon} \tag{17}
\]

where the subscript \(N\) denotes the condition under noise. In other words,

\[
a_{\text{N}} = a + w(t) \tag{18}
\]

with \(w(t) \in [-\sigma, \sigma]\). A simple principle is to assure that
\( m_N \) is correct to a certain degree under the worst situations for systems with noise. If we assume that the error between \( m \) and \( m_N \) is less than 10\%, the result follows (Chiang, 1991).

\[
\epsilon > 20\sigma / m \quad (19)
\]

Unfortunately eq 19 shows the selection of \( \epsilon \) depends on \( m \), which is still unknown before the second relay feedback experiment is performed. A simple way to overcome this is to assume a reasonable value for \( m \), e.g., \( m = 1 \), to find \( \epsilon \) from eq 19. The true value of \( m \) can be found after the second relay feedback experiment. If the assumed \( m \) is much larger than the true value, another relay feedback experiment is recommended.

5. Applications

Several examples are used to illustrate the effectiveness and accuracy of the proposed monitoring procedure. These examples include: linear and nonlinear systems as well as noise-free systems and systems with noise.

5.1. Linear Systems (Noise-Free). Since the values of \( m \) characterize the frequency responses of \( G(\omega)K(\omega) \), two linear systems with different values of \( m \) are shown here.

Consider the following process transfer function \( G(s) \) with a Ziegler–Nichols tuned PI controller.

Example 1 \( (m < 1) \).

\[
G(s) = \frac{1.25e^{-15s}}{(5s + 1)^2} \\
K(s) = 0.52 \left( 1 + \frac{1}{38.63s} \right)
\]

When the monitoring mode is activated, an ideal relay feedback experiment is performed (before the dashed line in Figure 7) followed by another relay (with hysteresis) feedback experiment as shown in Figure 7 (after the dashed line). In this case, \( h = 0.4 \) and \( \epsilon = 0.01 \) are used. Figure 8 shows that the linear assumption (eq 14) holds quite well for \( \epsilon \) between 0 and 0.1. The term "step-by-step"

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{Relay feedback experiments for example 1.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8}
\caption{Relationships between \( \epsilon \) and \( \alpha \) using linear assumption and step-by-step searching for example 1.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure9}
\caption{Nyquist plot of \( GK \) using linear assumption and step-by-step searching for example 1 \((M \text{ standing for constant } M\text{-circle contour})\).}
\end{figure}

in Figure 8 denotes that the amplitudes of the process oscillation \( (\alpha) \) are obtained by going through \( \epsilon \)'s step by step. The important thing is that, following the proposed procedure, we found \( L_{\text{max}} = 0.825 \text{ dB} \) (at \( \epsilon = 0.062 \)) (Figure 9). The \( L_{\text{max}} \) found from exhausted searching is 0.823 dB (Figure 9). Figure 9 shows the Nyquist curves (in the third quadrant) from the linear assumption and step-by-step searching methods and the constant \( M\text{-circle contours} \) are also shown (in decibels). The results show that \( L_{\text{max}} \) from the proposed method is in excellent agreement with the results from step-by-step searching (0.24\% deviation).

Consider another example, a second-order system with a Ziegler–Nichols tuned PI controller. The process \( G(s) \) is a linearized model for a high-purity distillation column.

Example 2 \( (m > 1) \).

\[
G(s) = \frac{37.3e^{-10s}}{(7200s + 1)(2s + 1)} \\
K(s) = 10.54 \left( 1 + \frac{1}{39.96s} \right)
\]
Figure 10. Nyquist plot of $GK$ using linear assumption and step-by-step searching for example 2 ($M$ standing for constant $M$-circle contour).

Table I. Steady-State Operating Conditions for the Binary Distillation Column

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of trays</td>
<td>20</td>
</tr>
<tr>
<td>feed tray</td>
<td>10</td>
</tr>
<tr>
<td>relative volatility</td>
<td>2.26</td>
</tr>
<tr>
<td>column pressure (atm)</td>
<td>1.0</td>
</tr>
<tr>
<td>feed flow rate (kg-mol/min)</td>
<td>38.3</td>
</tr>
<tr>
<td>distillate flow rate (kg-mol/min)</td>
<td>18.15</td>
</tr>
<tr>
<td>bottoms flow rate (kg-mol/min)</td>
<td>18.15</td>
</tr>
<tr>
<td>reflux ratio</td>
<td>1.76</td>
</tr>
<tr>
<td>feed composition (mole fraction)</td>
<td>0.50</td>
</tr>
<tr>
<td>distillate composition (mole fraction)</td>
<td>0.98</td>
</tr>
<tr>
<td>bottoms composition (mole fraction)</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Again, the monitoring procedure finds that $L_{max} = 10.438$ dB at $\zeta = 0.13$. The step-by-step searching gives the following results: $L_{max} = 10.440$ dB at $\zeta = 0.12$. Figure 10 shows the Nyquist curves by these two methods. Despite the difference in the lower frequency range, these two methods give almost the same results at the resonant frequency (Figure 10).

5.2. Nonlinear Distillation Example. The nonlinear example is a 20-tray distillation column studied by Shen and Yu (1992). This column separates 50/50 binary mixtures with a constant relative volatility ($\alpha$) of 2.26. The product specifications are 98% of light component on the top. Table I gives the steady-state operating conditions. The control objective is to maintain the top product quality ($X_g^\prime = 0.98$) by manipulating the reflux flow rate $R$ as shown in Figure 11. An analyzer dead time of 6 min is introduced in the composition loop (Figure 11). The PI type composition controller is tuned on the basis of the Ziegler–Nichols method from autotuning. In the nonlinear simulation, the following assumptions are made: (1) equal molal overflow; (2) 100% tray efficiency; (3) saturated liquid feed; (4) total condenser and partial reboiler; (5) perfect level control. The nonlinear distillation model is similar to that of Luyben (1990, pp 129-132) except for the parameter values (Table I).

The relay feedback system (Figure 4) is applied to the composition loop to monitor the robustness of the closed-loop system. According to Luyben (1987), a relay height of 3% of the nominal value ($h = 0.03R$) is used and the hysteresis width is 0.0001. Once the basic parameters ($\epsilon$ and $h$) are chosen, the monitoring mode is initiated according to the procedure of section 3. Figure 12 shows that the linear assumption (eq 14) gives a very good ap-
proximation for this nonlinear distillation column. The $L_{c,\text{max}}$ from the monitoring procedure is 12.653 dB, which differs from $L_{c,\text{max}}$ using step-by-step searching ($L_{c,\text{max}} = 12.694$ dB) by 0.3% (Figure 13). One important application of the monitoring procedure is to check the appropriateness of the controller parameters as the operating conditions change. This feature is especially useful in chemical process control.

If the product specification is changed to 97% ($X_d^{\text{set}} = 0.97$), the monitoring procedure is activated to check the appropriateness of the original tuning constants. Results (Figure 14) show that $L_{c,\text{max}}$ becomes 21.15 dB (a rather undesirable value). Again, this result differs from the correct value ($L_{c,\text{max}} = 20.87$ dB) by a factor of 1.3%.

Notice that unlike many monitoring procedures (Åström et al., 1986; Doraiswami and Jiang, 1989; Ortega et al., 1992), the proposed method can evaluate the appropriateness of the controller parameters before disturbances come into the system. The reason is that a monitoring procedure based on time domain analysis cannot perform the evaluation until the closed-loop system shows poor responses.

The proposed method indicates the closed-loop system is lack of robustness when the set point is changed to 0.97 ($X_d^{\text{set}} = 0.97$). The nonlinear simulations reveal that the original set of tuning constants gives oscillatory load responses for a step change in the feed flow rate as shown in Figure 15. More importantly, the proposed monitoring procedure realizes this from relay feedback experiment (not from analyzing the oscillatory load response). Figure 16 shows the closed-loop log modulus ($L_c$) over the $s$-domain for these two operating conditions ($X_d^{\text{set}} = 0.98$ and $X_d^{\text{set}} = 0.97$). $L_{c,\text{max}}$ can be read directly from Figure 16. Obviously, when we lower the product specification, and closed-loop system becomes less robust as shown in Figure 16.

5.3. Linear System (with Noise). This example is the same as example 2 except that noise is injected between $K$ and $N$ (Figure 4). The level of the noise is set to be 5% of the amplitude of the limit cycle $a_0$ from the ideal relay feedback ($u(t) \in [-0.014, 0.014]$). From eq 19, if we assume $m = 1$, the hysteresis width $\epsilon$ should be greater than 0.19. Hysteresis width of 0.2 is taken in the second relay feedback experiment (after the dashed line in Figure 17). Since $m$ in this example is 1.45, which is quite close to the assumption, an additional experiment is not necessary.

The $L_{c,\text{max}}$ found is 10.49 dB, which differs from the value from step-by-step searching by 0.53%. Again, very accurate approximation of $L_{c,\text{max}}$ can be found using the proposed procedure.
6. Conclusion

The monitoring procedure is an integral part of an intelligent control system. Most of the previously proposed monitoring procedures are based on the time domain analysis. A frequency domain monitoring procedure is proposed. The procedure is based on the relay feedback systems. With the linear assumption (eq 14), one can locate the maximum closed-loop log modulus \( L_{c,\text{max}} \) in two relay feedback experiments. The effectiveness of the proposed method is investigated, and the limitations are explored. The procedure is tested against linear systems, nonlinear distillation systems, and systems with and without noise. Simulation results show that it is extremely accurate in identifying \( L_{c,\text{max}} \) in an efficient manner. In addition to the autotuning feature, the proposed monitoring feature made intelligent control practical in the operating environment.
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Nomenclature

- \( a \) = amplitude of process oscillation
- \( a_0 \) = amplitude of process oscillation for ideal relay
- \( a_1 \) = amplitude of process oscillation for relay with hysteresis
- \( a_N \) = amplitude of process oscillation corrupted with noise
- \( \arg(\cdot) \) = argument of (·)
- \( F \) = feed flow rate
- \( F_{\text{rel}} \) = transformed \([H_{\text{j}(\omega)}]\) (into \( \epsilon \)-domain)
- \( f_{\text{rel}}(\omega) \) = transformed \( a \) (into \( \epsilon \)-domain)
- \( G_{\text{j}(\omega)} \) = process transfer function
- \( h \) = relay height
- \( H_{\text{j}(\omega)} \) = complementary sensitivity function
- \( K_{\text{j}(\omega)} \) = controller transfer function
- \( K_u \) = ultimate gain
- \( L_c \) = closed-loop log modulus
- \( L_{c,\text{max}} \) = maximum closed-loop log modulus
- \( m \) = slope in the linear assumption (eq 14)
- \( m_0 \) = slope in the linear assumption under noise
- \( m = \) monitoring mode
- \( M = M\text{-circle} \)
- \( N = \) describing function
- \( P = \) period of oscillation
- \( P_u \) = ultimate period
- \( R \) = reflux flow rate
- \( s = \) Laplace transform variable
- \( u \) = input to the process (or output from the relay)
- \( u = \) controller output (or input to the relay)
- \( w(t) \) = noise
- \( x_d \) = distillate composition
- \( y \) = process output

\( \begin{align*}
L_c & = \text{closed-loop log modulus} \\
m & = \text{slope in the linear assumption (eq 14)} \\
m_0 & = \text{slope in the linear assumption under noise} \\
m & = \text{monitoring mode} \\
M & = M\text{-circle} \\
N & = \text{describing function} \\
P & = \text{period of oscillation} \\
P_u & = \text{ultimate period} \\
R & = \text{reflux flow rate} \\
s & = \text{Laplace transform variable} \\
u & = \text{input to the process (or output from the relay)} \\
u & = \text{controller output (or input to the relay)} \\
w(t) & = \text{noise} \\
x_d & = \text{distillate composition} \\
y & = \text{process output}
\end{align*} \)

Greek Symbols

- \( \epsilon \) = hysteresis
- \( \xi \) = width of hysteresis giving \( L_{c,\text{max}} \)
- \( \kappa \) = curvature
- \( \sigma \) = the bound of noise
- \( \omega_0 \) = ultimate frequency

Appendix

From eqs 9 and 14, the frequency responses of the relay feedback system with linear assumption can be expressed as

\[ GK = \text{Re} + j\text{Im} \]

where

\[ \text{Re} = -\frac{\pi}{4h} [(m\epsilon + a_0)^2 - \epsilon^2]^{-1/2} \]

\[ \text{Im} = -\frac{\pi\epsilon}{4h} \]

According to the definition of the counterclockwise property, the curvature of \( GK_{\text{j}(\omega)}(\kappa_{\text{j}(\omega)}) \) has to be positive (Tesi et al., 1992). This is

\[ \kappa_{\text{j}(\omega)} = \frac{\text{Re} - \text{Re}^\text{Im}}{[\text{Re}^2 + \text{Im}^2]^{3/2}} > 0 \]

Then the derivatives with respect to \( \epsilon \) can be derived directly.

\[ \text{Re} = -\frac{\pi}{4h} [(m\epsilon + a_0)^2 - \epsilon^2]^{-1/2}[\epsilon(m^2 - 1) + ma_0] \]

\[ \text{Re} = -\frac{\pi}{4h} [(m\epsilon + a_0)^2 - \epsilon^2]^{-3/2}[-\epsilon(m^2 - 1)^2 + ma_0]^2 + (m^2 - 1)(m\epsilon + a_0)^2 - \epsilon^2)] \]

\[ \text{Im} = -\frac{\pi}{4h} \]

\[ \text{Im} = 0 \]

Substituting eqs A5–A8 into eq A4, we have

\[ \kappa_{\text{j}(\omega)} = \left(\frac{\pi}{4h}\right)^{2/3}[(m\epsilon + a_0)^2 - \epsilon^2]^{-3/2} \times \left[\frac{[\epsilon(m^2 - 1) + ma_0]^2 - (m^2 - 1)(m\epsilon + a_0)^2 - \epsilon^2]}{(m\epsilon + a_0)^2}\right] ^{1/2} \]

\[ \kappa_{\text{j}(\omega)} = \left(\frac{\pi}{4h}\right)^{2/3}[(m\epsilon + a_0)^2 - \epsilon^2]^{-3/2} \times \left[\frac{[\epsilon(m^2 - 1) + ma_0]^2 - (m^2 - 1)(m\epsilon + a_0)^2 - \epsilon^2]}{(m\epsilon + a_0)^2}\right] ^{1/2} \]

For a relay feedback system, the amplitude of oscillation \((m\epsilon + a_0)\) is always positive and greater than the width of hysteresis \((\epsilon)\). Therefore,

\[ \kappa_{\text{j}(\omega)} > 0 \]
Since $GK_{(o)}$ is counterclockwise, $GK_{(wo)}$ has the clockwise property (Figure 3).
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**Nonlinear Parameter Estimation for Real-Time Analytical Distillation Models**
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Analytical process model based control is already a practical reality. The design of such controllers requires model parameter estimation for the nonlinear analytical process description, both under steady-state and dynamic conditions. Steady-state models of different degrees of complexity were examined and compared with experimental data from a pilot scale distillation column. While it is desirable to use a rigorous transport phenomena type model for understanding distillation dynamics, reduced order models offer several advantages. For real-time work, the use of dynamic optimization based on transient data provides a better scheme of parameter estimation. This algorithm, when used with the semirigorous model, provided the requisite speed and flexibility of utilizing noisy data without significant loss of accuracy. Nonlinear model predictive control of the top product composition of a pilot scale distillation column, using the proposed parameter estimation procedure, is cited as an example.

**Introduction**

Nonlinear parameter estimation has become an appealing proposition with the advent of analytical model based controllers (Ganguly and Saraf, 1992a; Riggs, 1990; Eaton and Rawlings, 1990; Moore and Corripio, 1990; etc.). The transport phenomena type analytical models are also useful in understanding process dynamics, design of experiments, and operator training. These are superior to empirical models since the former provide an insight into the physics of the process whereas the latter treat it as a black box. Moreover, extrapolation can be made with greater confidence while using analytical models which is strictly prohibited with empirical ones.

It is seldom possible to provide a complete analytical description of a process, however simple it may be. In the case of distillation columns, there are several phenomena such as deviation of tray behavior from the ideal equilibriums stage, role of residence time, etc., which are not amenable to modeling in terms of simple equations. While researchers are still trying to model these aspects in terms of physical quantities, from a practical viewpoint, one uses parameters such as stage efficiencies in the model which are back-calculated so as to match the model predictions with the experimental observations in the least squared sense. The measured process data, from which the parameters are estimated, are often contaminated with process noise, instrument error, and unmodeled changing process characteristics. For dynamic description, therefore, some additional adjustable parameters may be required. Choice of these parameters and their estimation is by no means a simple task and is the topic of discussion in this paper.

In this study, model parameters have been estimated for available rigorous, reduced order, and semirigorous models in order to match their predictions with the experimental data from a pilot scale distillation column. Two types of transients, which are commonly encountered in the operation of a distillation column, have been examined. One is during switchover from one steady-state condition.