An optical flatness measurement system for medium-sized surface plates
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This paper describes the work to develop a parallel beam scanning system (PBSS) for the noncontact measurement of surface flatness of such medium-sized surface plates, as sheet metals, sheet-moulding compound (SMC) plates, and glass plates, which are difficult to measure by traditional methods. The PBSS consists of a He-Ne laser source with good pointing stability, a scanner to create divergent scanning beams, a large aplanatic meniscus lens to convert the divergent beams to parallel beams, a linear stage to drive the testpiece to each sampling position, a screen for the projection of reflected beams from the tested surface, and an image-processing unit to analyze the projected image. Because of the out-of-flatness of the surface, the straight line formed by the incident parallel beams will be distorted and magnified on the screen as it is reflected from the surface. A charge-coupled-device (CCD) camera is employed to capture the image of the distorted line each time, and proceeds in line-by-line sequence. With the proposed mathematical model, the three dimensional (3-D) flatness data of the testpiece can be converted from the input image data and analyzed by the least-squares method. Experimental results by the use of this system have shown good agreement with the results obtained from a coordinate measuring machine (CMM). Because of the limit of the meniscus lens, the workpiece size is within 200 mm in width. © 1997 Elsevier Science Inc.
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Introduction

The definition of flatness error of any surface plate has been specified in many different standards on the geometric tolerance, which relates to the geometric quality of products. Many technical methods have been proposed for measurement of surface flatness according to the size and the quality of the surface to be inspected. For big surface plates, such as granite tables, the flatness measurement can be carried out using an electronic level, autocollimator, or laser interferometer. For small surfaces, such as gauge blocks and mirrors, the flatness error can be measured by interferometry. However, for medium-sized plates all the above methods are not applicable, because the plate is distorted by the weight of the instrument placed on it, or its size is too big for the interferometer field of view. Some traditional methods that might be used for the flatness measurement of surface plates include the projection of grid patterns and the digitizing with low-force linear transducers. The former cannot provide sufficient resolution and sensitivity, while the latter is time consuming and requires an expensive positioner, such as precision X-Y table, or coordinate measuring machine (CMM).

Other researchers have shown that, with the scanning light technique, the surface quality of sheet-moulding compound (SMC) plates can be...
Figure 1 Three-dimensional light-scattering diagram (exaggerated in height)

evaluated quantitatively. They are, however, only able to obtain the approximate flatness by means of an index. The true surface profile still cannot be explored.

This article describes the newly developed parallel beam scanning system (PBSS) that can measure the real flatness profiles of most kinds of surface plates, where the reflectivity of the inspected surface is good. In addition, a mathematical model is proposed for the analysis of measured image data. The primary concept of this model is to obtain the slope changes of the measured surface and then convert the slopes to height differences, rather than to deliberately get the variation in the surface heights directly, as in some traditional methods. Experimental results showed that the surface profile as well as the flatness error of the inspected plates were in good agreement with the results obtained by the CMM. Because of the size restriction of the large aplanatic meniscus lens, the width of the inspected surface is limited to 200 mm.

Mathematical model of light reflection principle

A laser beam is projected onto the work surface along a vector with constant angle $\theta$, reflected from the surface along the specular direction, and projected on a screen a certain distance away. This reflected beam will vary its position on the screen with the actual height $\Delta$ of the incident point on the surface and also with its slopes in two principal directions ($\theta$ and $\phi$), as shown in Figure 1. Accordingly, this projected point on the screen will be affected by these three variables; i.e., $\Delta$, $\theta$, and $\phi$. The position of the projected spot on the screen can be analyzed with respect to these three factors.

Influence of the screen spot by surface height

As seen in Figure 2 (which is exaggerated in its surface height), when the surface height moves from $S_1$ plane to $S_2$ plane by a distance $\Delta$, the spot...
of the reflected beam on the screen will shift its vertical position by
\[ \delta h_2 = h_2 - h_1 = (\xi + \Delta \tan \theta) \cot \theta + \Delta - \xi \cot \theta = 2\Delta \] (1)
where \( \xi \) indicates the distance of the screen from the incident point on the surface.

**Influence of the screen spot by the surface slope in x-direction**

As seen in Figure 3, when the surface tilts from \( S_1 \) plane to \( S_2 \) plane in the X-direction by an angle \( \theta \), the reflected beam will tilt \( 2\theta \). The spot will move from its original height \( h_1 \) to height \( h_2 \) on the screen. Thus, the spot elevates by
\[ \delta h_2 = h_2 - h_1 = \xi [\cot(\theta - 2\theta) - \cot \theta] \] (2)

**Influence of the screen spot by the surface slope in y-direction**

As seen in Figure 4, when the surface tilts in Y-direction by an angle \( \phi \), the reflected beam will rotate to the \( w \) direction with respect to the new surface normal \( n_1 \). Some notations are defined as follows.

\( S_1 \) : the reference X-Y plane.
\( S_2 \) : the new plane tilted from \( S_1 \) by angle \( \phi \) (not shown in the figure)
\( \theta \) : the incident angle of laser beam
\( p \) : the unit vector of incident laser beam
\( w \) : the unit vector of reflected laser beam
\( n \) : the unit vector of reference plane \( S_1 \)
\( n_1 \) : the unit vector of tilted plane \( S_2 \)

The unit vectors can be expressed in the following forms.
\[ p = (-\sin \theta, 0, -\cos \theta) \]
\[ n = (0, 0, 1) \]
\[ n_1 = (0, n_2, n_3) \]
\[ w = (w_1, w_2, w_3) \]

where \( n_2, n_3 \) are the directional cosines of \( n_1 \), and \( w_1, w_2, w_3 \) are directional cosines of \( w \). From Figure 4, the following relations exist.

\[ -p + w = 2 \cos \psi n_1 \] (3)
\[ -p \cdot n_1 = \cos \psi = (\sin \theta, 0, \cos \theta) \cdot (0, n_2, n_3) = \cos \theta n_3 \] (4)
\[ n \cdot n_1 = (0, 0, 1) \cdot (0, n_2, n_3) = n_3 = \cos \phi \] (5)

Substituting Equation (5) into Equation (4) yields
\[ \cos \psi = \cos \phi \cos \theta \] (6)

Therefore, the components of \( w \) can be obtained from Equation (3) as
\[ w_1 = -\sin \theta \]
\[ w_2 = 2 \cos \phi \cos \theta n_2 \]
\[ w_3 = -\cos \theta + 2 \cos \theta \cos^2 \phi \] (7)

Let the incident point of \( p \) on the work surface be \( P(x_1, y_1, z_1) \) and the projected point of \( w \) on the screen be \( Q(X_1, Y_1, Z_1) \). The line representing the reflected beam has the following relations.
From Figure 4, it is clearly seen that $x_1 = \bar{x}$, and $y_1 = z_1 = X_1 = 0$. Equation (8) can, therefore, be simplified to

$$T = \frac{\bar{x}}{\sin \theta_1}$$

and

$$Z_1 = w_3 T = (2 \cot \theta \cos^2 \phi - \cot \theta) \bar{x}$$

(9)

The variation in height of the projecting spot on the screen due to the slope change $\phi$ of the work surface in the Y-direction can, therefore, be obtained from Equation (9) and Figure 2 as

$$\delta h_3 = Z_1 - h_1 = -2 \bar{x} \cot \theta \sin^2 \phi$$

(10)

**Overall displacement of projecting point on the screen**

The overall vertical displacement of the projecting point on the screen caused by the height change, the slope change in X-direction, and the slope change in Y-direction of the work surface will be the sum of Equations (1), (2), and (10).

$$\Delta H = \delta h_1 + \delta h_2 + \delta h_3 = 2\Delta + \bar{x}[\cot(\theta - 2\phi) - \cot \theta - 2 \cot \theta \sin^2 \phi]$$

(11)

**Measurement System of PBSS**

The proposed mathematical model requires two constant conditions for all measured points; i.e., the constant incident angle of the laser beams $\theta_1$ and the constant distance between the measured point and the screen $\bar{x}$. The hardware design of the measurement system should conform to these two conditions. To ensure the constant angle $\theta_1$, the generation of parallel laser beams is necessary. The second condition requires that the scanner generates only one scanning line on the inspected surface, and this scanning line must be parallel to the screen with a constant distance $\bar{x}$. To keep this distance constant, the plate has to be moved step-by-step by a linear stage. Traditional methods using a X-Y scanner to scan the laser beams on the whole fixed surface do not meet these conditions. This is the special feature of the PBSS design.

As seen in Figure 5, the PBSS consists of a 5-mw He-Ne laser source with good pointing stability, a scanner to create divergent scanning
beams, a large aplanatic meniscus lens to convert the divergent beams to parallel beams with minimum spherical aberration or coma, a linear stage to drive the specimen to each sampling position, a screen for the projection of reflected beams from the tested surface, and an image-processing unit to capture and analyze the projected image. The Y-scanner used in the PBSS provides the initial position adjustment of the X-scanning beams. Because of out-of-flatness of the inspected surface, the straight line formed by the incident parallel beams will be distorted and magnified on the screen as it is reflected from the surface. Initial adjustment of the light incident angle $\theta_1$ is very critical to ensure the continuity of the reflected line on the screen. A charge-coupled-device (CCD) camera is used to capture the image of this distorted line each time. The linear stage then positions the specimen step-by-step to carry out measurements line-by-line throughout the longitudinal length of the surface. Having collected all the image lines, the computer will relocate the same position of each image line on the monitor as it is originally appeared on the work surface. Because the diameter of the meniscus lens used in this PBSS is 200 mm, it restricts the width of the parallel beams as well as the surface width.

**Digital image-processing technique**

The captured image of distorted lines must be processed prior to the computation of flatness errors. The frame of the graphic monitor is composed of 512 × 512 pixels. Digitized data are represented by the corresponding pixels in 256 gray levels. Each image line has a thickness that varies along the line, probably from scattering caused by the roughness of the inspected surface. This is, however, not the major interest of this research work. Only the degree of distortion of each image line is required to realize the actual surface profile. To achieve this, two processes are implemented.

**Binary contrast enhancement**

The digitized raw image data may have large variations in gray levels. We chose a simple intensity threshold operator to identify the line, with pixels below the threshold assigned to black (0) and those above assigned to light (255). From this enhanced image, the length and the thickness of each line can be clearly quantified with corresponding pixel numbers. From experiments, the appropriate threshold of gray level found for this study was 30.

**Image line thinning process**

After the binary coding process, each image line can be clearly seen with varying thickness along its
length. At each pixel position in the horizontal direction (the X-direction on the monitor) of any particular line, the center of the band at that position was selected to represent the vertical position (Y-position) of that point. Linking all the continuous central points a thin line can be formed. Consequently, each line can be represented by 512 points, with resolution to 1 pixel in the X-coordinate, and 0.5 pixel in the Y-coordinate if the line thickness consists of even number of pixels.

Flatness analysis
Selection of a common reference line
As described earlier in section the Measurement system . . . . , with the light reflection model, the projected point on the screen will be affected by the height $\Delta$, the X-slope $\theta$, and the Y-slope $\phi$ of the corresponding measured point on the surface, as expressed by Equation (11). The total vertical displacement $\Delta H$ of that projected point can be obtained by experiment, in corresponding pixel number offset from a reference line. The vertical displacement $\Delta H$ along each individual projected line encodes the relative height changes of the sample along the illuminated line. The reference line for this analysis is arbitrary, but to refer all of the illuminated lines together and get the profile of the entire sample, the same reference line is used for image lines. In practice, this common reference line can be any line, say, the first mean line, because final leveling work (the computation of least-squares plane) still must be done at the end of flatness analysis.

Slope calibration
Sine bar center distance is 100 mm
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**Figure 8** Sensitivity test of change of slope by PBSS with sine bar
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**Figure 9** Results of the spot positions versus the X-slopes

![Figure 10](image)

**Figure 10** Rectangular grid formation of the surface
In Equation (11), there are three variables to be solved; namely, $\Delta$, $\theta$, and $\phi$, which cause this equation to be indeterminate. Therefore, an in-depth investigation must be carried out to simplify this model so that two less important variables can be neglected.

First, because this is the study on the flatness measurement, most of the inspected surfaces must be fairly flat and smooth. The mapping of points on the part and the screen can be assumed 1 to 1. The second-order term $(\sin^2 \phi)$ in Equation (11) can be neglected, because $\phi$ must be very small. Equation (11) can thus be simplified to only two variables as

$$\Delta H = 2\Delta + \bar{x}[\cot(\theta - 2\theta) - \cot\theta] \quad (12)$$

Furthermore, two additional experiments were carried out to see the individual weights of $\Delta$ and $\theta$ in Equation (12). The first one was to change the surface height by placing different gage blocks on a flat mirror to see the variation in the projecting positions on the screen. Figure 6 shows the diagram of this experiment using PBSS setup. Figure 7, plots the tested results from which it can be seen that only 1.5 pixels movement of the screen spot was obtained per 1 mm change of the surface height. The second experiment was to change the $X$-slope by varying different angles of a sine bar on the PBSS setup, as shown in Figure 8. Tested results showed that 1.5 pixels movement of the screen spot could be incurred by a slope change of 0.001 rad, as seen in Figure 9. From these two experiments, it is apparent that the change of the $X$-slope of the inspected surface affects the pointing position on the screen more significantly than the change of the surface height. Therefore, Equation (12) can be further simplified to

$$\Delta H = \bar{x}[\cot(\theta - 2\theta) - \cot\theta] \quad (13)$$

Rewriting Equation (13) into a more general form, the surface slope in the optical incident-reflecting plane at any target position $(X_i, Y_j)$ can be obtained as

$$\theta_{ij} = \frac{1}{2} \left[ \theta_i - \tan^{-1} \left( \frac{1}{\bar{x}} \frac{\Delta H_{ij}}{\Delta H_i} + \cot\theta_i \right) \right] \quad (14)$$

where $\Delta H_{ij}$ denotes the beam spot movement on the screen with respect to the $i$th sampling point of the $j$th scanning line on the work surface.

**Measurement procedure**

From the simplified general Equation (14), it is quite clear that the principal concept of the PBSS is first to obtain the slope of the target point in the optical incident-reflecting plane, rather than the direct surface height of that point relative to a reference plane. These slope data of the entire surface can then be converted to the corresponding height data of the target points. This concept coincides with the principle of flatness measurement by angles using an electronic level, autocolimator, or laser interferometer. The total number of measured surface points obtained from the PBSS measurement process is 512 (pixel number per image line) times the number of total scanning lines. Practically, however, it does not necessarily require so many points, as long as the true surface profile can be expressed smoothly and accurately. Therefore, in this study, the inspected surface is formatted by a rectangular grid pattern of $A \times B$ nodes (a rectangular mesh) as used by other angular measurements mentioned above, as shown in Figure 10. We assume the surface heights of all points between any two consecutive nodes are linearly varied; i.e., with a constant slope. This slope can be obtained from Equation (14) by the PBSS technique. The corresponding scanning line can be arranged to project onto the center point of these two consecutive nodes. Therefore, the total scanning lines will be $A-1$ if the plate to be inspected is moved in the $X$-direction. $B$ is then the number of target points selected from each image line.

To start the measurement, the thin plate is placed on the linear stage aligned so that the scanning beams emitted from the lefthand side can fall right on the midpoint of the first two $X$
grid lines and reflect onto the screen on the right hand side of Figure 10. The mean height of this distorted image line on the screen is chosen as the reference line for all the image lines of this plate. The linear stage then drives the plate in the X-direction to the next scanning position, which is the midpoint of the next two X nodal points and the image data are taken. This process is repeated to the last scanning position. The plate is then rotated counterclockwise by 90°, and the second similar scanning process is executed.

From the first scanning process, the slope of each jth target point of the ith scanning line, in the X-direction, \( \theta_{ij} \) can be computed. The relative height of two consecutive points in the X-direction can be computed by the corresponding slope data, as shown in Figure 11, by the following equation

\[
d_{ij} = L_x \tan \theta_{i,j-1}, \text{ for } j = 2 \text{ to } B
\]

where \( L_x \) is the step length of the grid in the X-direction. Then the height of each jth target point along the ith line relative to the first point of the same line can be accumulated from the first point as

\[
Z_{ij} = Z_{i,1} + \sum_{n=2}^{j} d_{i,n}, \text{ for } i = 2 \text{ to } A, \quad j = 1 \text{ to } B
\]

From the second scanning process, the relative height of two consecutive points along the first Y-grid line can be obtained by the following equation.

\[
d_{ij} = L_y \tan \theta_{i,j-1}, \text{ for } j = 2 \text{ to } B
\]

where \( L_y \) is the step length of the grid in the Y-direction. Then the height of the jth point of the first Y line can be obtained as

\[
Z_{1j} = Z_{1,1} + \sum_{n=2}^{j} d_{1,n}, \text{ for } j = 2 \text{ to } B
\]

Let the first node of the grid be the reference point of the surface. Its height \( Z_{1,1} \) is assumed to be zero. The surface height of each node relative to this reference point can, thus, be obtained by substituting Equation (18) into Equation (16).

**The least-squares flatness errors**

The surface so far obtained is still not leveled. To compensate for this error, a mean plane of the surface must be found. Let the equation of the mean plane be \( Z = AX + BY + C \). Coefficients \( A \), \( B \), \( C \) can easily be obtained by the conventional least-squares method. The flatness error of the inspected surface is then determined by the difference in heights between the highest peak and the lowest valley of all points with respect to the mean plane.
System calibration

There are three main sources of scale error for the system: the laser pointing stability, projection optics, and stage travel pitch. Each of these was investigated, and compensation was applied when necessary. Because the resolution of the system

Figure 14  Surface profile of the first specimen; (A) measured by PBSS; (B) measured by CMM

(A) Measured by PBSS

(B) Measured by CMM

after calibration
overall error: 117µm

overall error: 122µm
The angular drift, or pointing stability, of laser beams has received increasing attention, as applications require critical pointing stability. The light source adopted for use in this system is a 5mW He-Ne laser model U-1325P made by Uniphase Co., with specified angular drift of 0.02 mrad after warm-up. A 14-hour test run was conducted in the laboratory. The spot movement on the screen was found within one pixel per hour. Because the entire duration of measurement by PBSS would not exceed 5 minutes per one plate of 20 cm × 20 cm in size, the performance of pointing stability of this system was regarded acceptable.

The degree of parallelism of incident laser beams was also investigated by measuring the length of the scanning line at different distances. The aplanatic meniscus lens was mounted on a five-axis gimbal optic mount. With a good adjustment of the lens, the parallelism of laser beams was quite satisfied.

The most critical error source, or the most sensitive factor to the systematic accuracy, found in this PBSS was the pitch error (angular movement of X-slope) of the linear stage. The pitch error at each stage position is directly superposed on the computed value of X-slope θ of the surface. Experimental calibration of this kind of error was done by an electronic level, as illustrated in Figure 12. Calibrated results showed, in Figure 13, the pitch error of the stage increased with the traveling distance. The maximum pitch error could reach up to 0.5 mrad. Therefore, at each stage position, this error has to be subtracted from Equation (14).

**Experimental results**

In the experiment, some SMC plates were used as specimens. The roughness value (Ra) of the specimens varied from 0.2 to 0.4 μm. The surface profile of the first plate obtained by the PBSS method is shown in Figure 14a. Using the CMM to measure the same plate, its flatness profile is given in Figure 14b with evaluated flatness error of 122 μm. It is clearly seen both profiles are very similar in shape. Comparing these two profiles, a correction factor can be applied to convert the pixel value of Figure 14a to micrometers. The correction
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factor determined in this experiment is 0.63, which gives the minimum deviation between corresponding lines of the entire profile. With this correction factor, the flatness data as well as the flatness error of Figure 14a could be realized quantitatively. Figure 15 presents the measured results of another plate by PBSS and CMM respectively. Again, not only the shapes, but also the flatness errors, are both quite close to each other. The time required to complete each test was only 5 minutes. Figure 16 shows the results of five runs PBSS test on the same plate in the duration of two hours. The repeatability was found to be within 5%.

Conclusions

A parallel beam scanning system was developed in this work for the flatness measurement of medium-sized surface plates. The principal concept of the PBSS is to measure the slope of the target point first, rather than the direct surface height of that point. These slope data of the entire surface targets can then be converted to the corresponding height data of the target points. This concept coincides with the principle of normal flatness measurement by angles. A mathematical model was proposed for the analysis of measured data. Comparing with the results from the CMM, this PBSS method was found quite accurate and repeatable. Because the PBSS method is noncontact, automatic, fast, and low cost, it could be a useful tool for practical applications in industry, especially for online measurement of medium-sized surface plates.

Finally, it should be pointed out here that, the measurement system is only suitable for fairly flat and smooth surfaces that observe the law of reflection. If the incident light is predominately scattered rather than reflected, the scattered light may reduce the contrast between the reflected light and the background enough that the system may not work.
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