SIMULATION OF HYDRAULIC SHOCK WAVES BY HYBRID FLUX-SPLITTING SCHEMES IN FINITE VOLUME METHOD
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ABSTRACT

In the framework of the finite volume method, a robust and easily implemented hybrid flux-splitting finite-volume (HFF) scheme is proposed for simulating hydraulic shock waves in shallow water flows. The hybrid flux-splitting algorithm without Jacobian matrix operation is established by applying the advection upstream splitting method to estimate the cell-interface fluxes. The scheme is extended to be second-order accurate in space and time using the predictor-corrector approach with monotonic upstream scheme for conservation laws. The proposed HFF scheme and its second-order extension are verified through simulations of the 1D idealized dam-break problem, the 2D oblique hydraulic shock-wave problem, and the 2D dam-break experiments with channel contraction as well as wet/dry beds. Comparisons of the HFF and several well-known first-order upwind schemes are made to evaluate numerical performances. It is demonstrated that the HFF scheme captures the discontinuities accurately and produces no entropy-violating solutions. The HFF scheme and its second-order extension are proven to achieve the numerical benefits combining the efficiency of flux-vector splitting scheme and the accuracy of flux-difference splitting scheme for the simulation of hydraulic shock waves.
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1. INTRODUCTION

Mathematically, the system of two-dimensional (2D) shallow water equations is a time-dependent set of non-linear partial differential equations of hyperbolic type. The most challenging feature of this hyperbolic system is that it may contain the discontinuous solutions such as hydraulic shock waves. Numerical simulations of hydraulic shock waves are difficult due to special considerations for achieving conservative property, dealing discontinuity and capturing the shock wave. To capture discontinuities without spurious oscillation and produce less numerical dissipation, several high-resolution total variation diminishing (TVD) schemes for the hyperbolic conservation laws have been proposed in the literature [1,2]. Most of them adopt a first-order upwind scheme as a basis to achieve higher-order accuracy. Many first-order upwind schemes have been developed in the literature [1-5]. They can be generally categorized into two classes: the flux-difference splitting (FDS) scheme and the flux-vector splitting (FVS) scheme [2]. The FDS-type schemes use an approximate solution of the local Riemann problem, such as the Osher scheme [5], the Roe scheme [3], the Harten, Lax and van Leer (HLL) scheme [2], etc.

The FVS-type schemes split the flux vector into positive and negative parts, such as the van Leer splitting (VLS) scheme [1,2], the Steger-Warming splitting (SWS) scheme [4], the local Lax-Friedrichs splitting (LLFS) scheme [6], etc.

Based on the FDS-type or FVS-type schemes, the high-resolution TVD schemes have been introduced into hydraulics and employed to solve shallow water flows. For instance, Mingham and Causon [7] and Hu et al. [8] used the HLL scheme as a basis to develop the second-order TVD schemes. Tseng [9] and Tseng and Chu [10] adopted the popular Roe scheme to develop the high-resolution schemes. Their schemes resulted in good numerical resolutions of the shock waves. However, the Roe scheme needs matrix calculation and requires the entropy fix to avoid entropy-violating solutions. Lin et al. [11] adopted reliable first-order FVS-type schemes as bases to establish finite-volume component-wise TVD schemes. Erduran et al. [12] evaluated the performances of five typical upwind schemes, including the Osher, HLL, HLLC, Roe and SWS schemes. They found that the Osher scheme is the most accurate without any entropy fix. In addition, the SWS scheme is the most efficient but it produces an unphysical glitch for problems involving rarefaction shock.
Recently, an attempt in the development of upwind schemes for solving the hyperbolic conservation laws is to construct the so-called hybrid flux-splitting schemes that make use of the concepts from both FDS and FVS. Liou and Steffen [13] proposed an advection upstream splitting method (AUSM) to solve the Euler equations in gas dynamics. Lately, several researchers improved the AUSM and developed the so-called AUSM-type schemes [14–18]. These hybrid flux-splitting schemes can be interpreted as the hybridizations between the FDS and FVS. They are more accurate than the FVS-type schemes and more efficient than the FDS-type schemes. Besides, they are rather simple to implement because they do not require the Jacobian matrix operations. Hence, applying the hybrid flux-splitting algorithm seems attractive to solve hydraulic shock waves in shallow water flow problems.

The purpose of this study is to propose a hybrid flux-splitting finite-volume scheme for simulating shallow water flows. Adopting the finite volume method (FVM), the 2D shallow water problem is dealt with as a series of local one-dimensional (1D) Riemann problems in the direction normal to the cell interface. A hybrid flux-splitting algorithm based on the AUSM is established by solving the Riemann problem to obtain the cell-interface numerical fluxes. According to the algorithm, the first-order hybrid flux-splitting finite-volume scheme, namely the HFF scheme, is then proposed. Its second-order extension is achieved based on the AUSM-based hybrid flux-splitting method (AUSM) to solve the Euler equations in gas dynamics. Lately, several researchers improved the FVS-type schemes for solving the hyperbolic conservation laws is the transformed normal flux; \( \theta \) and \( \theta_T \) are the transformation and inverse transformation matrices, respectively; and the integrand \( E \cdot n \) is the normal flux vector in which \( E = [F; G] \).

The vector of conserved variables \( Q \) is assumed constant within arbitrary control volume. Thus, the basic vector equation of the FVM can be obtained by discretizing Eq. (3) as

\[
A \frac{dQ}{dt} + \sum_{m=1}^{M} E_n L_n = A S
\]

where \( A \) is the area of a cell, \( m \) is the index for the side of the cell, \( M \) is the total number of sides of a cell, \( E_n \) is the normal flux across each side \( m \) separating two neighboring cells, and \( L_n \) is the length of the side. Applying the rotational invariance of the governing Eq. [19], one can obtain the intercell flux normal to each side \( m \) as

\[
E_n(Q) = F \cos \theta + G \sin \theta = T(\theta)^{-1} F[T(\theta)Q] = T(\theta)^{-1} F(\bar{Q})
\]

where \( \theta \) is the angle between the outward unit vector \( n \) and \( x \)-axis; \( \bar{Q} = T(\theta)Q = [\bar{Q}_x, \bar{Q}_y, \bar{Q}_z]^T = [h, hu_x, hv_y]^T \) is the vector transformed from \( Q \); \( F(\bar{Q}) = [hu_x, gh^2 / 2 + hu_x^2, hv_y v_y]^T \) is the transformed normal flux; \( u_x \) and \( v_y \) are respectively the flow velocity components in \( x \) (normal) and \( y \) (tangential) directions, which are defined as

\[
\begin{align*}
\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} &= S \\
Q &= \begin{bmatrix} h \\ hu \\ hv \end{bmatrix}; \\
F &= \begin{bmatrix} hu \\ hu^2 + \frac{gh^2}{2} \\ huv \end{bmatrix}; \\
G &= \begin{bmatrix} hv \\ huv \\ hv^2 + \frac{gh^2}{2} \end{bmatrix}; \\
S &= \begin{bmatrix} 0 \\ gh (u_x - s_x) \\ gh (u_y - s_y) \end{bmatrix}
\end{align*}
\]

with as a series of local one-dimensional (1D) Riemann problems in the direction normal to the cell interface. A hybrid flux-splitting algorithm based on the AUSM is employed to discretize Eq. (1) numerically. Integrating Eq. (1) over the control volume \( \Omega \) and using the divergence theorem yields the basic equation of FVM:

\[
\iint_{\Omega} \frac{\partial Q}{\partial t} dW + \int_{\partial \Omega} E \cdot n d\ell = \int_{\Omega} S dW
\]

In which \( n \) is the outward unit vector normal to the boundary \( \partial \Omega \); \( dW \) and \( d\ell \) are the area and arc elements, respectively; and the integrand \( E \cdot n \) is the normal flux vector in which \( E = [F; G] \).

3. NUMERICAL FORMULATIONS

3.1 Numerical Discretization by Finite Volume Method

A cell-centered finite volume method (FVM) is employed to discretize Eq. (1) numerically. Integrating Eq. (1) over the control volume \( \Omega \) and using the divergence theorem yields the basic equation of FVM:

where \( Q \) is the vector of conserved variables; \( F \) and \( G \) are the flux vectors in the \( x \) - and \( y \) -directions, respectively; \( h \) is the water depth; \( u \) and \( v \) are the depth-averaged velocity components in the \( x \) - and \( y \) -directions, respectively; \( g \) is the acceleration due to gravity; \( S \) is a source term; \( S_x \) and \( S_y \) are the bed friction slopes in the \( x \) - and \( y \) -directions, respectively; and \( S_{ux} \) and \( S_{vy} \) are the bed slopes in the \( x \) - and \( y \) -directions, respectively.
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\[
T(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & \sin \theta \\ 0 & -\sin \theta & \cos \theta \end{bmatrix}, \quad T(\theta)^{-1} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{bmatrix}
\] (6)

Based on Eq. (5), Eq. (4) can be rewritten as

\[
A \frac{dQ}{dt} + \sum_{m=1}^{n} T(\theta)^{-1} F(\bar{Q}) L^m = AS
\] (7)

The conserved quantity can have different values in each cell of the computational domain. Thus, the values of the conserved quantity are discontinuous across the interface between cells. According to the interface discontinuity, the estimation of the interface flux \( F(\bar{Q}) \) in Eq. (7) can be simplified into a problem for solving a series of local 1D Riemann problems in the direction normal to the cell interface.

3.2 Estimation of Cell Interface Flux \( F(\bar{Q}) \)

The local 1D Riemann problem, an initial-value problem, in the direction normal to the cell interface is written as [11,19]

\[
\frac{\partial \bar{Q}}{\partial t} + \frac{\partial [F(\bar{Q})]}{\partial \xi} = 0
\] (8a)

with

\[
\bar{Q}(\xi, 0) = \begin{cases} \bar{Q}_L & \xi < 0 \\ \bar{Q}_R & \xi > 0 \end{cases}
\] (8b)

As illustrated in Fig. 1, the \( \xi \) axis with its origin located at the midpoint of interface of two cells is directed to outward normal. The \( F(\bar{Q}) \) is a normal outward flux at the origin of a local axis \( \xi \). The quantities, \( \bar{Q}_L \) and \( \bar{Q}_R \), are the left and right transformed quantities at the center of the cell interface, respectively.

The system of Eq. (8) is a time-dependent set of non-linear partial differential equations of hyperbolic type. Therefore, many FDS and FVS schemes applied to solve the Euler equations in gas dynamics may be adopted for the estimation of the cell interface flux \( F(\bar{Q}) \). In this paper, a hybrid flux-splitting algorithm is proposed for solving the local 1D Riemann problem in SWE. Besides, the numerical flux functions of some well-known first-order FDS-type and FVS-type schemes are reviewed herein, which are very useful for comparing with the proposed algorithm to evaluate the numerical performances. The first-order numerical flux function is denoted by \( F_{1D}(\bar{Q}_L, \bar{Q}_R) \), which is through the cell interface between the left cell with subscript \( L \) and the right cell with subscript \( R \).

3.3 Review of FDS-Type Schemes

The FDS-type schemes are derived based on the approximate solutions of Riemann problem in Eq. (8). Hence, they are known as the approximate Riemann solvers. Here we present the numerical flux functions of three FDS schemes, including the Osher, the Roe and the HLL schemes.

The Osher scheme is obtained using the Riemann invariant to determine the flux through the cell interface [5]. The numerical flux function of the Osher scheme is

\[
F_{1D}^{\text{Osher}} (\bar{Q}_L, \bar{Q}_R) = \frac{1}{2} [F(\bar{Q}_L) + F(\bar{Q}_R)] - \frac{1}{2} \sum_{k=1}^{3} \int_{\Gamma_k} \beta_k [R_k \cdot \bar{Q}]
\] (9)

where \( \Gamma_k \) is the integration path with three subcurves, \( \lambda_k (k = 1, 2, 3) \) are the eigenvalues and \( R_k (k = 1, 2, 3) \) are the eigenvectors. They are expressed as

\[
\lambda_1 = u_l - c, \quad \lambda_2 = u_l, \quad \lambda_3 = u_l + c
\] (10)

\[
R_1 = \begin{bmatrix} 1 \\ v_l \end{bmatrix}, \quad R_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad R_3 = \begin{bmatrix} 1 \\ v_l \end{bmatrix}
\] (11)

where \( c = \sqrt{gh} \) is the local wave celerity. In Eq. (9), the approximation of the integration path is needed. More details about the Osher scheme can be found in [1,2].

The Roe scheme is constructed based on the linearized form of Eq. (8). Roe’s numerical flux function [3] is

\[
F_{1D}^{\text{Roe}} (\bar{Q}_L, \bar{Q}_R) = \frac{1}{2} [F(\bar{Q}_L) + F(\bar{Q}_R)] - \frac{1}{2} \sum_{k=1}^{3} \frac{1}{\beta_k} \left[ R_k \cdot \bar{Q} \right]
\] (12)

where \( \lambda_k , \beta_k \) and \( R_k \) are respectively the average approximate eigenvalues, wave strengths, and eigenvectors. They can be expressed as:

![Fig. 1 The finite volume cell \( \Omega \) and the Riemann interface](image-url)
\[ \hat{\lambda}_1 = \tilde{u}_n - \tilde{c}, \quad \hat{\lambda}_2 = \tilde{u}_n, \quad \hat{\lambda}_3 = \tilde{u}_n + \tilde{c} \]  
(13)

\[ \delta \tilde{u}_n = \frac{1}{2} \left[ \Delta h - \frac{\tilde{h}}{\tilde{c}} \Delta u_n \right], \quad \delta \tilde{\Delta} \nu = \frac{1}{2} \left[ \Delta h + \frac{\tilde{h}}{\tilde{c}} \Delta u_n \right] \]  
(14)

\[ \mathbf{R}^0 = \begin{bmatrix} 1 & \tilde{u}_n - \tilde{c} \\ \tilde{v}_i \end{bmatrix}, \quad \mathbf{R}^{(2)} = \begin{bmatrix} 0 \\ \tilde{v}_i \end{bmatrix}, \quad \mathbf{R}^{(0)} = \begin{bmatrix} 1 \\ \tilde{v}_i \end{bmatrix} \]  
(15)

with

\[ \Delta h = h_n - h_i, \quad \Delta u_n = u_{ng} - u_{il}, \quad \Delta \nu = \nu_{ng} - \nu_{il} \]  
(16)

where \( h \), \( \tilde{c} \), \( \tilde{u}_n \), and \( \tilde{v}_i \) are called the Roe average values.

\[ \tilde{h} = \sqrt{h_n h_i}, \quad \tilde{c} = \frac{1}{2} (c_i^2 + c_n^2) \]  
(17)

\[ \tilde{u}_n = \frac{u_{ng} + u_{il} \sqrt{h_n h_i}}{\sqrt{h_n} + \sqrt{h_i}}, \quad \tilde{v}_i = \frac{\nu_{ng} + \nu_{il} \sqrt{h_n h_i}}{\sqrt{h_n} + \sqrt{h_i}} \]  
(18)

3.4 Review of FVS-Type Schemes

The FVS technique described here was originally proposed by Steger and Warming [4] for the solution of the Euler equations. The normal outward flux vector \( \mathbf{F}(\mathbf{Q}) \) can be decomposed into positive and negative parts as

\[ \mathbf{F}(\mathbf{Q}) = \mathbf{F}^+(\mathbf{Q}) + \mathbf{F}^-(\mathbf{Q}) \]  
(23)

where \( \mathbf{F}^+(\mathbf{Q}) \) and \( \mathbf{F}^-(\mathbf{Q}) \) are the positive and negative split fluxes, respectively. The corresponding first-order numerical flux function is defined as

\[ F_{\text{LS}}(\mathbf{Q}_L, \mathbf{Q}_R) = \mathbf{F}^+(\mathbf{Q}_L) + \mathbf{F}^-(\mathbf{Q}_R) \]  
(24)

Then, using different forms of the split flux vector \( \mathbf{F}^+(\mathbf{Q}) \) leads to different numerical flux functions. Here we briefly describe the numerical flux functions of three FVS-type schemes, including the VLS, SWS, and LLFS schemes.

The VLS scheme is devised based on the flow conditions [1,2]. For subcritical flow, \( |F_r| \leq 1 \), the split flux vector of the VLS scheme is defined as

\[ F_{\text{VLS}}(\mathbf{Q}) = \begin{bmatrix} f^+ \\ f^+ u_n \pm 2c \end{bmatrix} \]  
(25)

where \( f^\pm = \pm h c (F_r \pm 1)^2/4 \) and \( F_r = u_{ng}/c \) is the Froude number. For supercritical flow \( (F_r > 1) \), \( F_{\text{VLS}}(\mathbf{Q}) = F(\mathbf{Q}) \) and \( F_{\text{VLS}}(\mathbf{Q}) = 0 \); whereas if \( F_r < -1 \), \( F_{\text{VLS}}(\mathbf{Q}) = 0 \) and \( F_{\text{VLS}}(\mathbf{Q}) = F(\mathbf{Q}) \). Substitution of Eq. (25) into Eq. (24) gives van Leer’s numerical flux function as

\[ F_{\text{VLS}}(\mathbf{Q}_L, \mathbf{Q}_R) = \begin{bmatrix} F_{\text{VLS}}(\mathbf{Q}_L) \\ F_{\text{VLS}}(\mathbf{Q}_L) + F_{\text{VLS}}(\mathbf{Q}_R) \end{bmatrix} \]  
if \( F_r \geq 1 \)

\[ F_{\text{VLS}}(\mathbf{Q}_L, \mathbf{Q}_R) = \begin{bmatrix} 0 \\ F_{\text{VLS}}(\mathbf{Q}_R) \end{bmatrix} \]  
if \( F_r < 1 \)

The SWS scheme is devised based on the eigenvalues decompositions [4]. The split flux vector is defined as

\[ F_{\text{SWS}}(\mathbf{Q}) = \frac{\rho}{4} \begin{bmatrix} 2\lambda_2^+ + \lambda_1^+ + \lambda_3^+ \\ 2\lambda_2^+ + \lambda_1^+ + \lambda_3^+ \end{bmatrix} \]  
(27)

where \( \lambda_2^+ = \max(\lambda_2, 0) \) and \( \lambda_3^+ = \min(\lambda_3, 0) \) are the positive and negative split eigenvalues. Substitution of Eq. (27) into Eq. (24) obtains the Steger-Warming numerical flux function as

\[ F_{\text{SWS}}(\mathbf{Q}_L, \mathbf{Q}_R) = F_{\text{SWS}}(\mathbf{Q}_L) + F_{\text{SWS}}(\mathbf{Q}_R) \]  
(28)

For the LLFS scheme [6], the estimation of the numerical fluxes simply depends on the maximum (absolute value) wave speed locally. The split flux vector can be expressed as
Based on the AUSM [13], the flux and the numerical pressure flux, respectively. Substitution of Eq. (29) into Eq. (24) obtains the local Lax-Friedrichs numerical flux function as

\[ F_{LFS}^I(Q, \bar{Q}) = F_{LFS}^I(Q_L) + F_{LFS}^I(Q_R) \]  

(30)

3.5 Hybrid Flux-Splitting Algorithm

According to the numerical treatment similar to the approach developed by Liou and Steffen [13], the normal outward flux \( F(Q) \) can be decomposed into a convective component \( F_C \) and a pressure component \( P \) as

\[ F(Q) = \begin{bmatrix} h_{u_a} \\ h_{u_a}^2 + \frac{g h^2}{2} \\ h_{u_a} v_i \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} + F_C + P \]  

(31)

where \( p = gh^2/2 \) is the hydrostatic pressure. The convective flux \( F_C \) is further expressed in terms of the mass flux \( (\bar{q}_c = h_{u_a} = h_{F_c} c) \) and the vector \( \Phi \) as \[ \Phi = (h_{F_c} c) u_a \]  

(32)

Accordingly, the numerical flux \( F_{LR} \) through the cell interface between the left and the right cells is taken as \[ F_{LR} = F_{LR}^I + F_{LR}^{II} \]  

(33)

where \( F_{LR}^I \) and \( F_{LR}^{II} \) are the numerical convective flux and the numerical pressure flux, respectively. Based on the AUSM [13], the \( F_{LR}^I \) and \( F_{LR}^{II} \) can be expressed as

\[ F_{LR}^I = (\tilde{q}_c)_{LR} \Phi_{LR} = (h_{F_c} c)_{LR} u_a \]  

(34)

and

\[ F_{LR}^{II} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]  

(35)

where subscript \( L/R \) is defined as

\( L/R = \begin{cases} L & \text{if } (\tilde{q}_c)_{LR} \geq 0 \\ R & \text{otherwise} \end{cases} \)  

(36)

where \((\tilde{q}_c)_{LR}\) is regarded as the cell-interface mass flux, which can provide the information of wave propagation as well as value appropriate for upwinding; and \( p_{LR} \) is the pressure flux.

To achieve the efficiency of FVS, the cell-interface mass and pressure fluxes are estimated using flux-vector-splitting formulation [4] and are expressed as

\[ (\tilde{q}_c)_{LR} = c_L [h_t \Phi_s(F_{sL}) + h_t \Phi_r(F_{sR})] \]  

(37)

and

\[ p_{LR} = \Phi^+(F_{sL}) p_L + \Phi^-(F_{sR}) p_R \]  

(38)

with

\[ F_{sL} = \begin{cases} \frac{u_{L}}{c_{LR}} & \text{if } |F_s| \leq 1 \\ \frac{1}{2} (F_s \mp |F_s|) & \text{otherwise} \end{cases} \]  

(39)

\[ F_{sR} = \begin{cases} \frac{1}{4} (F_s \mp 1)^2 (2 \mp F_s) & \text{if } |F_s| \leq 1 \\ \frac{1}{2F_s} (F_s \mp |F_s|) & \text{otherwise} \end{cases} \]  

(40)

where \( c_{LR} = \max \left( c_L, c_R \right) \) is defined as a common speed of wave at the interface.

Various ways of defining the split Froude numbers \( \Phi^+ \) and split pressures \( \Phi^\pm \) may be found. Liou and Steffen [13] used the van Leer splitting formulation. Wada and Liou [15] modified the van Leer splitting formulation by introducing a suitable parameter. Herein, we select the algorithm proposed by Wada and Liou [15] to split the parameters of Froude number and pressure in SWE. Based on the second-order polynomial of Froude number, \( \Phi^+ \) and \( \Phi^\pm \) are defined as

\[ \Phi^+(F_s) = \begin{cases} \pm \alpha \left( \frac{1}{4} (F_s \mp 1)^2 (2 \mp F_s) \right) & \text{if } |F_s| \leq 1 \\ \frac{1}{2} (F_s \mp |F_s|) & \text{otherwise} \end{cases} \]  

(41)

\[ \Phi^\pm(F_s) = \begin{cases} \frac{1}{4} (F_s \pm 1)^2 (2 \pm F_s) & \text{if } |F_s| \leq 1 \\ \frac{1}{2F_s} (F_s \mp |F_s|) & \text{otherwise} \end{cases} \]  

(42)

where \( \alpha^+ = 2c_L^2/(c_L^2 + c_R^2) \) and \( \alpha^- = 2c_R^2/(c_L^2 + c_R^2) \). Obviously, the splitting functions in Eqs. (40) and (41) depend on the flow conditions (i.e., subcritical or supercritical flows).

The first-order numerical flux function constructed through the algorithm in this section can be written as

\[ F_{LR}^{III}(Q, \tilde{Q}) = \frac{1}{2} (\tilde{q}_c)_{LR} (\Phi_L + \Phi_R) \]  

(43)

\[ -\frac{1}{2} (\tilde{q}_c)_{LR} (\Phi_R - \Phi_L) + F_{LR}^{II} \]  

(42)
predictor-corrector procedure, Eq. (7) is rewritten as the predictor-corrector MUSCL approach given by

\begin{equation}
Q_{i,j}^{n+1} = Q_{i,j}^{n} - \frac{\Delta t}{A_{i,j}} \sum_{m=1}^{M} T(\theta)^{-1} F_{i,j}^{m}(\bar{Q})L_{m}\bigg|_{i,j} + \Delta t \mathcal{S}(Q_{i,j}^{n})
\end{equation}

where \(\bar{Q}_{i,j}\) is the vector of conserved variables for the cell \((i,j)\) at time index \(n\); and \(F_{i,j}^{m}(\bar{Q})\) is the first-order numerical flux, which is estimated using Eq. (42). Accordingly, the first-order numerical flux through the cell interface \((i+1/2,j)\) is expressed as

\begin{equation}
F_{i,j}^{m}(\bar{Q}) = F_{i,x}^{m}(\bar{Q}_{i,j}) = F_{i,x}^{m}(\bar{Q}_{i,j}, \bar{Q}_{i+1/2,j})
\end{equation}

where \(\bar{Q}_{i,j}\) is the vector of transformed variables for the cell \((i,j)\) at time index \(n\). The computational cells in the \(x-y\) coordinate system are illustrated in Fig. 2. This proposed first-order hybrid flux-splitting finite-volume scheme is referred to as the HFF scheme herein. In Eqs. (43) and (44), using different numerical flux functions reviewed in Sections 3.3 and 3.4 leads to different first-order upwind schemes.

3.6 First-Order Hybrid Flux-Splitting Finite-Volume (HFF) Scheme

Based on the hybrid flux-splitting algorithm, the first-order scheme in the framework of FVM is constructed in this section. Euler's method is employed for the time integration. Hence, in the HFF scheme the vector of conserved variables for the advanced step at time \((n+1)\Delta t\) with the first-order accuracy both in space and time is written as

\begin{equation}
Q_{i,j}^{n+1} = Q_{i,j}^{n} - \frac{\Delta t}{A_{i,j}} \sum_{m=1}^{M} T(\theta)^{-1} F_{i,j}^{m}(\bar{Q})L_{m}\bigg|_{i,j} + \Delta t \mathcal{S}(Q_{i,j}^{n})
\end{equation}

where \(\mathcal{S}(Q_{i,j}^{n})\) is the absolute value of \(q_{i,j}\). The piecewise linear left and right variables, \(\bar{Q}_{i,j}^{L}\) and \(\bar{Q}_{i,j}^{R}\), at the cell interface \((i+1/2,j)\) for a local HFF problem are reconstructed using the predicted variables and expressed as

\begin{equation}
\bar{Q}_{i+1/2,j}^{L} = T(\theta)\hat{Q}_{i,j} + \frac{d_{i+1/2,j}^{L}}{d_{i+1/2,j}^{R} + d_{i+1/2,j}^{L}} \hat{\Delta}_{i,j}
\end{equation}

where \(\hat{\Delta}_{i,j}\) is the vector of predicted variables on the cell center \((i,j)\); and \(F_{i,j}^{m}(\bar{Q})\) is the second-order numerical flux, which is estimated by solving the local Riemann problem based on data resulted from the predictor step. In the MUSCL method, the data reconstruction is needed to achieve second-order accuracy in space. The second-order extension with MUSCL

3.7 Second-Order Extension with MUSCL Approach

To achieve second-order accuracy in space and time, the predictor-corrector MUSCL approach given by Hirsch [1] is employed herein. Based on this predictor-corrector procedure, Eq. (7) is rewritten as

\begin{equation}
\hat{Q}_{i,j} = Q_{i,j}^{n} - \frac{\Delta t}{2A_{i,j}} \sum_{m=1}^{M} T(\theta)^{-1} F_{i,j}^{m}(\bar{Q})L_{m}\bigg|_{i,j} + \frac{\Delta t}{2} \mathcal{S}(Q_{i,j}^{n})
\end{equation}

where \(\hat{\Delta}_{i,j}\) is the vector of predicted variables on the cell center \((i,j)\) and \(\lambda_{i,j}\) is the dissipation coefficient on the RHS representing the numerical dissipation term, in which the dissipation coefficient \(|(\hat{\Delta}_{i,j})|\) is merely a scalar. Contrasting with the well-known Roe scheme, the proposed algorithm does not require the calculation of the Jacobian matrix.
and 10m in width is considered. The dam is located at a distance of 1000m downstream of the channel inlet. After the dam is broken instantaneously at time $t = 0^+$, a shock wave traveling downstream and a rarefaction wave traveling upstream are created. The initial upstream water depth $h_u$ is 10m, and downstream water depths $h_d$ are 5, 0.1, and 0.001m, respectively. Thus, three water depth ratios $h_d / h_u$ of 0.5, 0.01, and 0.0001 are considered for numerical tests. The CFL number is set to be 0.9, and 100 computational cells (grid spacing $\Delta x = 20m$) are used. The simulation time is 50s after the dam break. The exact solutions can be found in the literature [22].

4.1.1 Comparison of First-Order Schemes

In order to evaluate the numerical performances of the proposed first-order HFF scheme, some well-known first-order FDS-type and FVS-type schemes are used herein. The FDS-type schemes include the Osher scheme [5], the Roe scheme [3] and the HLL scheme [20], and the FVS-type schemes consist of the VLS scheme [11], the SWS scheme [4] and the LLFS scheme [11]. The numerical flux functions of these schemes are reviewed in Sections 3.3 and 3.4, and employed to estimate the first-order numerical flux in Eq. (43).

First of all, comparisons of the exact solutions with the simulated water depths using the proposed HFF scheme and the three FDS-type schemes for water depth ratios of 0.5, 0.01, and 0.0001 are made and plotted in Figs. 4(a) to 4(c), respectively. As shown in Fig. 4(a) with the close-up of the shock wave, all schemes can predict the shock wave and the rarefaction wave without any spurious oscillation produced. The HFF, Osher and Roe schemes present similar resolutions of the shock wave front, and they are more accurate than the HLL scheme. For a water depth ratio $h_d / h_u$ of 0.01, Fig. 4(b) shows that the HFF scheme produces the best resolution around the dam-site. Besides, the resolution of shock wave front using the HFF scheme is better than those using the Roe and the HLL schemes. In addition, in Fig. 4(b) with the close-up at the dam site, the Roe scheme apparently presents entropy-violating solution (rarefaction shock), whereas the HFF, Osher and HLL schemes do not. To ensure the entropy-satisfying

![Fig. 3 Aschematic representation of 1D dam-break problem](image-url)
solution, the formula of entropy correction given by Harten and Hyman [23] is employed hereafter. For a water depth ratio $h_d/h_u$ of 0.0001, Fig. 4(c) shows that applying the entropy correction to the Roe scheme obviously improves the glitch of the solution. From the simulated results presented in Fig. 4, it is found that the HFF scheme presents the best resolution in the rarefaction wave at the dam site, and it also produces better resolutions of shock wave front than those by the Roe and the HLL schemes.

Moreover, comparisons of the exact solutions with the simulated water depths using the proposed HFF scheme and the three FVS-type schemes for the water depth ratios of 0.5, 0.01, and 0.0001 are made and plotted in Figs. 5(a) to 5(b) and 5(c), respectively. The simulated results show that the HFF scheme produces the best resolution at the shock front as well as the dam site, whereas the LLFS yields the most dissipative results especially for small water depth ratio conditions.

Table 1 summarizes the relative error in $L_2$ norm and CPU time for different water depth ratios of 0.5, 0.01, and 0.0001 to evaluate overall numerical accuracy quantitatively. The $L_2$ norm of water depth is defined as

$$L_2 = \sum_{i,j} \left( \frac{\text{Sim}_{i,j} - \text{Exact}_{i,j}}{\text{Exact}_{i,j}} \right)^2$$

Where $\text{Sim}_{i,j}$ and $\text{Exact}_{i,j}$ are respectively the simulated and the exact solutions at cell $(i,j)$. Comparing the overall numerical accuracy, between the HFF and three FDS-type schemes, the Osher scheme yields the smallest $L_2$ norm of water depth, whereas the HLL gives the largest one. The overall numerical accuracy of the HFF scheme is better than those of the Roe and HLL schemes. Moreover, in the three test cases of the different water depth ratios, the HFF scheme consumes averagely 39%, 81%, and 19% less CPU time than the Osher scheme, the Roe scheme and the HLL scheme, respectively. For the comparisons of the HFF and three FVS-type schemes, the HFF scheme presents the best numerical accuracy, whereas the LLFS scheme gives the most diffusive one. The CPU time consumed by the HFF scheme is almost the same as that by three FVS-type schemes. Thus, it is concluded that the HFF scheme does combine the accuracy of the FDS scheme and the efficiency of the FVS scheme.

4.1.2 Comparison of Limiters

The influences of the limiters on the numerical solutions are further investigated herein. The HFF-MUSCL scheme coupled with four limiter functions, namely the Superbee, van Leer, van Albada and Minmod limiters, are considered in the test case of the water depth ratio of 0.01. To evaluate numerical accuracy and efficiency quantitatively, Table 2 summarizes the CPU time and the error norms of $L_2$, $L_1$, and $L_\infty$. The $L_1$ and $L_\infty$ norms are defined as [24]
Table 1: The $L_2$ norms and the CPU time for the idealized dam-break problem using seven first-order upwind schemes.

<table>
<thead>
<tr>
<th>Class</th>
<th>Scheme</th>
<th>$h_d/h_u = 0.5$</th>
<th>$h_d/h_u = 0.01$</th>
<th>$h_d/h_u = 0.0001$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_2$</td>
<td>CPU (s)</td>
<td>$L_2$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Hybrid</td>
<td>HFF</td>
<td>0.0176</td>
<td>0.064</td>
<td>0.0364</td>
</tr>
<tr>
<td></td>
<td>FDS</td>
<td>0.0160</td>
<td>0.091</td>
<td>0.0328</td>
</tr>
<tr>
<td></td>
<td>Roe</td>
<td>0.0178</td>
<td>0.118</td>
<td>0.0368</td>
</tr>
<tr>
<td></td>
<td>HLL</td>
<td>0.0220</td>
<td>0.078</td>
<td>0.0424</td>
</tr>
<tr>
<td></td>
<td>FVS</td>
<td>0.0198</td>
<td>0.063</td>
<td>0.0392</td>
</tr>
<tr>
<td></td>
<td>VLS</td>
<td>0.0213</td>
<td>0.066</td>
<td>0.0413</td>
</tr>
<tr>
<td></td>
<td>SWS</td>
<td>0.0245</td>
<td>0.062</td>
<td>0.0579</td>
</tr>
<tr>
<td></td>
<td>LLFS</td>
<td>0.0245</td>
<td>0.062</td>
<td>0.0579</td>
</tr>
</tbody>
</table>

\[
L_2 = \frac{\sum_{i,j} |\hat{y}_{ij} - \hat{y}_{ij}^{exact}|}{\sum_{i,j} |\hat{y}_{ij}^{exact}|}, \quad L_{\infty} = \max_{i,j} \frac{|\hat{y}_{ij} - \hat{y}_{ij}^{exact}|}{\max_{i,j} |\hat{y}_{ij}^{exact}|} \tag{54}
\]

Table 2 shows that the Superbee limiter has the best numerical accuracy but costs the most computational time. The van Leer limiter costs the least CPU time, and it has the smaller error norms than those of the van Albada and Minmod limiters. The van Leer limiter is used throughout this paper.

4.1.3 Comparison of Second-Order Schemes

To demonstrate the numerical performance of the proposed second-order HFF-MUSCL scheme, it is compared with the commonly-used second-order TVD schemes, including the Roe-MUSCL [25,26], HLL-MUSCL [7,8] and LLFS-MUSCL [6]. These three TVD schemes are second-order extensions from the Roe, HLL and LLFS schemes, respectively. All second-order schemes selected herein are based on the MUSCL method and adopt the van Leer limiter function in Eq. (49) to avoid the spurious oscillations. Comparisons of the above four second-order TVD schemes for water depth ratios of 0.5, 0.01, and 0.0001 are shown in Figs. 6(a) to 6(c), respectively. Compared with the simulated results presented in Section 4.1.1, it is obviously found that the simulated results for shock and rarefaction waves by the second-order schemes are better than those by the first-order schemes. In the test case of a water depth ratio of 0.5, four schemes present almost identical resolutions at the shock front. For the extreme cases with water depth ratios of 0.01 and 0.0001, as respectively shown in Figs. 6(b) and 6(c), the HFF-MUSCL scheme presents the best resolution at the shock front, whereas the LLFS-MUSCL yields the most diffusive one. To evaluate the overall numerical accuracy among these four second-order TVD schemes, Table 2 summarizes the $L_2$ norm and CPU time. As listed in Table 3, apparently the HFF-MUSCL scheme gives the smallest $L_2$ norm, whereas the LLFS-MUSCL scheme presents the largest one. Furthermore, the HFF-MUSCL and LLFS-MUSCL schemes consume about the same CPU time, and they are more efficient than the Roe-MUSCL and HLL-MUSCL schemes. Consequently, the HFF-MUSCL scheme has the inherent properties of numerical performance from the
Table 2 The $L_2$, $L_1$, $L_{\infty}$ norms and the CPU time for the idealized dam-break problem using the second-order HFF-MUSCL scheme with four limiters, in the test case of the water depth ratio $h_d/h_u$ of 0.01

<table>
<thead>
<tr>
<th>Limiter</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_{\infty}$</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superbee</td>
<td>0.0092</td>
<td>0.00842</td>
<td>0.1218</td>
<td>0.168</td>
</tr>
<tr>
<td>van Leer</td>
<td>0.0120</td>
<td>0.00847</td>
<td>0.1281</td>
<td>0.141</td>
</tr>
<tr>
<td>van Albada</td>
<td>0.0135</td>
<td>0.00869</td>
<td>0.1282</td>
<td>0.143</td>
</tr>
<tr>
<td>Minmod</td>
<td>0.0147</td>
<td>0.00959</td>
<td>0.1279</td>
<td>0.154</td>
</tr>
</tbody>
</table>

Table 3 The $L_2$ norms and the CPU time for the idealized dam-break problem using four second-order TVD schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$h_d/h_u = 0.5$</th>
<th>$h_d/h_u = 0.01$</th>
<th>$h_d/h_u = 0.0001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme</td>
<td>$L_2$</td>
<td>CPU (s)</td>
<td>$L_2$</td>
</tr>
<tr>
<td>HFF-MUSCL</td>
<td>0.0091</td>
<td>0.138</td>
<td>0.0120</td>
</tr>
<tr>
<td>Roe-MUSCL</td>
<td>0.0093</td>
<td>0.248</td>
<td>0.0122</td>
</tr>
<tr>
<td>HLL-MUSCL</td>
<td>0.0138</td>
<td>0.201</td>
<td>0.0145</td>
</tr>
<tr>
<td>LLFS-MUSCL</td>
<td>0.0155</td>
<td>0.134</td>
<td>0.0169</td>
</tr>
</tbody>
</table>

Table 4 The $L_1$ norms and the order of accuracy $p$ for the idealized dam-break problem using the proposed HFF and HFF-MUSCL schemes, in the test case of the water depth ratio $h_d/h_u$ of 0.01

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>Grid spacing</th>
<th>HFF</th>
<th>HFF-MUSCL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$L_1$</td>
<td>$p$</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>0.0325</td>
<td>–</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>0.0195</td>
<td>0.77</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>0.0112</td>
<td>0.79</td>
</tr>
<tr>
<td>400</td>
<td>5</td>
<td>0.0064</td>
<td>0.81</td>
</tr>
<tr>
<td>800</td>
<td>2.5</td>
<td>0.0037</td>
<td>0.79</td>
</tr>
<tr>
<td>1600</td>
<td>1.25</td>
<td>0.0021</td>
<td>0.82</td>
</tr>
</tbody>
</table>

first-order HFF scheme, and it essentially obtains the combining benefits: the efficiency of FVS and the accuracy of FDS. Therefore, it is very important to use an accurate, efficient and simple-implemented first-order scheme as a basis for higher-order extension.

4.1.4 Grid Convergence Study

To further investigate the influence of the grid spacing on the numerical performance, a grid convergence study known as the grid refinement study is performed herein in the test case of the water depth ratio of 0.01 with CFL = 0.8. Table 4 lists the grid information, the $L_1$ norms and the order of accuracy $p$ computed from the HFF and HFF-MUSCL schemes, where the order of accuracy $p$ is obtained by [24]

$$p = \frac{\log(L_{1,\text{fine}}) - \log(L_{1,\text{coarse}})}{\log(\Delta x_{\text{fine}}) - \log(\Delta x_{\text{coarse}})} \quad (55)$$

Where $L_{1,\text{fine}}$ and $L_{1,\text{coarse}}$ are the $L_1$ norms computed from the fine and coarse grids, respectively; $\Delta x_{\text{fine}}$ and $\Delta x_{\text{coarse}}$ are the grid spacing of the fine and coarse grids, respectively. Figure 7 shows the convergence curves for the HFF and HFF-MUSCL schemes with varying grid spacing, where the grid spacing is normalized by the finest grid spacing ($i.e., \Delta x = 1.25m$). Comparing with the first-order HFF scheme, results obviously show the significantly improved accuracy of the HFF-MUSCL scheme using the same grid spacing.

Besides, as shown in Table 4, the order of accuracy computed from the HFF scheme is averagely about 0.8 for all of the tested grid spacing. It is lower than the theoretical order of accuracy ($i.e., p = 1$). The average order of accuracy for the HFF-MUSCL scheme is about 1.5, which is also lower than the theoretical value ($i.e., p = 2$). The discrepancy between the computed and theoretical $p$ is most likely due to the non-linearity in the solution, the presence of shock wave, the TVD constraints and perhaps other factors [24]. Nevertheless, the results verify that the proposed HFF and HFF-MUSCL schemes properly converge to the exact solution as the grid size is refined. An almost grid independent solution is achieved using the HFF-MUSCL scheme with the finest grid spacing, as shown in Fig. 7.

4.2 Oblique Hydraulic Shock Wave

An oblique hydraulic shock wave (also called the oblique hydraulic jump) problem is simulated to test the 2D shock-capturing ability of the proposed schemes. As shown in Fig. 8, an oblique hydraulic shock wave is generated when a converging vertical boundary is deflected through an angle $\delta$ inward the steady supercritical channel flow. The oblique hydraulic shock wave originating at point O is formed with an angle of $\beta$ by producing an abrupt increase in water.
Fig. 6 Comparisons of exact solutions with simulated depths using the HFF-MUSCL and three commonly-used second-order TVD schemes for water depth ratios $h_d/h_u$ of (a) 0.5, (b) 0.01, and (c) 0.0001.

The simulation conditions used herein are the same as those in the literature [8–11]. The angle between the converging wall and the flow direction is set to be $\delta = 8.95^\circ$. The initial conditions corresponding to a Froude number of 2.74 are given as: the water depth of 1m, the velocity component $u$ of 8.57m/s and $v$ of zero. At the upstream inflow boundary, the supercritical inflow boundary conditions depth. The simulation conditions used herein are the same as those in the literature [8–11]. The angle between the converging wall and the flow direction is set to be $\delta = 8.95^\circ$. The initial conditions corresponding to a Froude number of 2.74 are given as: the water depth of 1m, the velocity component $u$ of 8.57m/s and $v$ of zero. At the upstream inflow boundary, the supercritical inflow boundary conditions of $h = 1m$, $u = 8.57m/s$ and $v = 0m/s$ are given. At the downstream outflow boundary, the transmissive boundary conditions are imposed [20]. The computational mesh with $40 \times 30$ nonrectangular cells is illustrated in the Fig. 8. The computational time step is 0.04s. In order to obtain a steady-state solution, a convergence criterion is defined in terms of the relative error $R$:

$$R = \sqrt{\frac{\sum (h_i^n - h_i^{n+1})^2}{\sum (h_i^n)^2}} \leq 1.0 \times 10^{-5} \quad (56)$$

where $h_i^n$ and $h_i^{n+1}$ are the local water depths at the time steps $n$ and $n + 1$, respectively.

In this section, the HFF scheme is compared with the aforementioned six first-order schemes. For comparisons of the HFF and three FDS-type schemes, Fig. 9(a) presents the exact solutions and the simulated results of the water depths along Line EGH illustrated in Fig. 8. The resolution of the hydraulic shock wave by the HFF scheme is better than those by three FDS-type schemes. In a like manner, Fig. 9(b) shows the
comparisons between the HFF and three FVS-type schemes. Again, the HFF scheme yields the best resolution at the shock front, whereas the LLFS scheme obtains much dissipative solution. Table 5 lists the simulated results compared with the exact solutions, including the $L_2$ norms of water depth, velocity, and shock angle. The number of iteration and the CPU time for reaching the convergence criterion are also presented in Table 5. The exact solutions can be found in the literature [27]. In Table 5, it shows that the HFF scheme performs the best numerical accuracy among all first-order schemes and achieves the efficiency of the FVS-type schemes for the test case of 2D oblique hydraulic shock wave.

Three commonly-used second-order TVD schemes mentioned in Section 4.1.3 are also employed herein to compare with the proposed HFF-MUSCL scheme. All second-order schemes adopt the van Leer limiter function expressed in Eq. (49) to satisfy the TVD constraint. Figure 10 shows the exact solutions and the simulated results of the water depth profiles along Line EGH. The simulated hydraulic shock waves by the second-order schemes are sharper than those by the first-order schemes. Among them, the HFF-MUSCL scheme presents the best overall numerical accuracy. It also consumes the least CPU time for convergence, which indicates the efficiency of the HFF-MUSCL scheme.

According to the HFF and HFF-MUSCL schemes, Fig. 11 shows the simulated water depth contours of the steady state solutions. Obviously, the HFF-MUSCL scheme produces better solutions than the HFF scheme. Figure 12 shows the convergence histories for the proposed HFF and HFF-MUSCL schemes. The result indicates that the second-order scheme converge faster than the first-order scheme, even with the shock. Based on the convergence criterion listed in Tables 5 and 6, the CPU time required is 3.68s for the HFF scheme, while the HFF-MUSCL scheme requires about 13 times as much. From the simulated results discussed above, the HFF scheme produces the best accuracy among all first-order schemes. The second-order extension of the HFF scheme, i.e. the HFF-MUSCL scheme, also performs the best numerical accuracy as well as efficiency among all second-order schemes for the test case of the 2D oblique hydraulic shock wave.

### 4.3 Dam-Break Experiments by Bellos et al. [21]

To demonstrate the ability of the proposed HFF scheme and its second-order extension (the HFF-MUSCL scheme) in a real dam-break scenario, the data of the dam-break experiments conducted by Bellos et al. [21] are adopted. The channel with vertical walls is 21.2m in length and 1.4m in width at both ends. The channel has the narrowest section in the middle reach with a width of 0.6m there. The gate is located at the...

---

### Table 5 Simulated results for the oblique hydraulic shock wave problem using seven first-order upwind schemes

<table>
<thead>
<tr>
<th>Class</th>
<th>Scheme</th>
<th>$L_2$ norm of depth</th>
<th>$L_2$ norm of velocity</th>
<th>$L_2$ norm of shock angle</th>
<th>CPU time for convergence criterion (s)</th>
<th>Number of iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>HFF</td>
<td>0.049</td>
<td>0.0081</td>
<td>0.026</td>
<td>3.68</td>
<td>221</td>
</tr>
<tr>
<td>FDS</td>
<td>Osher</td>
<td>0.052</td>
<td>0.0083</td>
<td>0.033</td>
<td>4.41</td>
<td>221</td>
</tr>
<tr>
<td></td>
<td>Roe</td>
<td>0.052</td>
<td>0.0084</td>
<td>0.034</td>
<td>7.31</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>HLL</td>
<td>0.054</td>
<td>0.0085</td>
<td>0.035</td>
<td>5.40</td>
<td>220</td>
</tr>
<tr>
<td>FVS</td>
<td>VLS</td>
<td>0.053</td>
<td>0.0086</td>
<td>0.035</td>
<td>3.56</td>
<td>221</td>
</tr>
<tr>
<td></td>
<td>SWS</td>
<td>0.054</td>
<td>0.0086</td>
<td>0.036</td>
<td>3.57</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td>LLFS</td>
<td>0.060</td>
<td>0.0098</td>
<td>0.052</td>
<td>3.53</td>
<td>267</td>
</tr>
</tbody>
</table>

### Table 6 Simulated results for the oblique hydraulic shock wave problem using four second-order TVD schemes

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$L_2$ norm of depth</th>
<th>$L_2$ norm of velocity</th>
<th>$L_2$ norm of shock angle</th>
<th>CPU time for convergence criterion (s)</th>
<th>Number of iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFF-MUSCL</td>
<td>0.034</td>
<td>0.0073</td>
<td>0.0039</td>
<td>48.27</td>
<td>207</td>
</tr>
<tr>
<td>Roe-MUSCL</td>
<td>0.035</td>
<td>0.0073</td>
<td>0.0056</td>
<td>93.64</td>
<td>209</td>
</tr>
<tr>
<td>HLL-MUSCL</td>
<td>0.036</td>
<td>0.0074</td>
<td>0.0069</td>
<td>72.23</td>
<td>207</td>
</tr>
<tr>
<td>LLFS-MUSCL</td>
<td>0.045</td>
<td>0.0085</td>
<td>0.0092</td>
<td>49.26</td>
<td>221</td>
</tr>
</tbody>
</table>
Fig. 9 Comparisons of the exact solutions with the simulated depth profiles along Line EGH in Fig. 8 using (a) the HFF and three FDS-type schemes, and (b) the HFF and three FVS-type schemes

Fig. 10 Comparisons of the exact solutions with the simulated depth profiles along Line EGH in Fig. 8 using the HFF-MUSCL and three commonly-used second-order TVD schemes

Fig. 11 The contour plots of the 2D oblique hydraulic shock wave using (a) the HFF scheme, and (b) the HFF-MUSCL scheme

Fig. 12 The convergence histories for first-order HFF and second-order HFF-MUSCL schemes
narrowest section of the channel contraction, i.e. 8.5m from the upstream end, and it can be removed instantaneously. The geometry of the experimental channel is shown in Fig. 13. The experimental series consist of setting different upstream depths and slopes of channel. Two cases of experiments are considered herein. One is a wet-bed case: upstream depth of 0.3m and downstream depth of 0.101m with a horizontal bed. The other is a dry-bed case: upstream depth of 0.15m and downstream depth of 0 m with a bed slope of 0.004. Given the same value as that analyzed by Bellos et al. [21], the Manning coefficient is set to be 0.012 for both cases. Along the centerline of the channel from the upstream end, the data were taken at six observation stations as illustrated in Fig. 13. The total simulation time is 65s after dam break. The walls of the channel and the upstream end are land boundaries. For the wet-bed case, the measured water-depth hydrograph at \( x = 18.5 \)m is employed to provide specified depth boundary conditions at the downstream end. For the dry-bed case, a transmissive boundary condition is imposed at the downstream end.

The comparisons of the simulated water depths with the experimental data at different observation stations in the wet-bed case are made in Fig. 14. According to the wet-bed condition, the water-depth hydrographs reveal shock waves propagating and reflecting on the channel boundaries with consequent superimposition. The agreement between the simulated results and experimental data is good for the arrival of the shock wave, reflected shock and rarefaction wave. As shown in Fig. 14, both HFF and HFF-MUSCL schemes present satisfactory solutions. Nevertheless, the HFF-MUSCL scheme can obtain more accurate water-depth hydrograph that matches measured data better. Additionally, the HFF-MUSCL scheme resolves shock reflection more sharply than the HFF scheme, especially in the existence of significant depth gradient. Comparisons between experimental data and simulated water depths for the dry-bed case are shown in Fig. 15. In the dry-bed condition, an almost negligible water depth of 0.00001m is assumed at the downstream channel bed to avoid mathematical singularity [20]. In this case, the reflected shock is not created, and only the

![Fig. 13 The layout of the dam-break experiments of Bellos et al. [21]](image.png)
Fig. 15 Comparisons of the measured and simulated water depths at Stations (a) S1, (b) S2, (c) S4, and (d) S6 in the experiment with dry-bed condition

Fig. 16 The simulated water level profiles using the HFF and the HFF-MUSCL schemes for (a) the wet-bed case, and (b) the dry-bed case

shock wave and rarefaction wave are generated. For all observation stations, the simulated water surface profiles including the arrival time and the height of shock wave, and the overall trend agree well with the experimental results. However, the HFF scheme gives relatively more diffusive results than the HFF-MUSCL scheme.

Furthermore, Fig. 16 shows the simulated water level profiles along the centerline of the channel for both cases. It illustrates that the shock waves propagate downstream and the rarefaction waves travel upstream. The plot also shows that the HFF-MUSCL scheme presents less numerical diffusion than the HFF scheme, especially in the wet-bed case. The applications to dam-break experiments demonstrate the capability of the proposed scheme for dealing with channel friction, slope and wet/dry bed conditions.

5. CONCLUSIONS

A robust and easily-implemented hybrid flux-splitting finite-volume (HFF) scheme is proposed for modeling hydraulic shock waves in shallow water flows. The predictor-corrector MUSCL approach is employed
to achieve the second-order-accurate extension of the HFF scheme both in space and time. The proposed HFF scheme and its second-order extension, namely the HFF-MUSCL scheme, are verified by the comparisons of exact solutions and simulated results in the 1D idealized dam-break and 2D steady oblique hydraulic shock wave problems. From the simulated results of the 1D idealized dam-break problem, it is found that the HFF scheme presents the best resolution in the rarefaction wave at the dam site, and it also produces better resolutions of the shock wave front than those by the Roe, HLL, and all presented FVS-type schemes. Regarding the numerical efficiency, in the three test cases with different water depth ratios, the CPU time consumed by the HFF scheme is almost the same as that by three FVS-type schemes; meanwhile, the HFF scheme consumes averagely 39%, 81%, and 19% less CPU time than the Osher scheme, the Roe scheme and the HLL scheme, respectively. It is demonstrated that the HFF scheme captures the discontinuities accurately and produces no entropy-violating solution. In this paper, the HFF scheme has been proven that it does combine the accuracy of the FDS-type schemes and the efficiency of the FVS-type schemes. It is also found that the second-order HFF-MUSCL scheme has the inherent properties of numerical performances from the HFF scheme. In the test case of the 2D oblique hydraulic shock wave problem, the analyses of the $L_2$ norm and CPU time from the simulated results indicate that the proposed HFF scheme performs the best numerical accuracy among other six presented first-order schemes and achieves the efficiency of the FVS-type schemes. Moreover, the applications of the HFF and HFF-MUSCL schemes to the 2D dam-break experiments with channel contraction as well as wet/dry beds also demonstrate the capability and reliability of dam-break flow simulation. In conclusion, the proposed schemes are robust, accurate and efficient for modeling hydraulic shock waves in shallow water flows.
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