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Abstract

A good legal knowledge representation system, capable of effectively providing investors with comprehensive legal knowledge, is needed for investors to prevent erratic behavior before investment decisions. This is especially important in Taiwan’s securities and futures markets because the majority of market participants are individual investors who have limited access to legal knowledge about markets. Besides, the construction of the knowledge representation has to be automatic in order to efficiently handle the fast-growing and changeable legal information. Thus, we use the GHSOM algorithm to present a content-based and easy-to-use map hierarchy for Chinese legal documents in the securities and futures markets in the Chinese language. Meanwhile, an enhanced topic selection module and a web-based user interface are also proposed. The maps can be browsed on the web site (http://synteny.iis.sinica.edu.tw/legalmap/). To evaluate the legal maps, we apply two approaches, namely a validity test and a task experiment.
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1. Introduction

In legal informatics, successful searching of huge legal digital libraries depends a great deal on the user’s ability to master the legal terminology (Schweighofer, Rauber, & Dittenbach, 2001). Due to cost considerations, traditional approaches to legal knowledge representation based on thesauri and classification by professional persons have gradually developed into semi-automatic or automatic approaches. Thus, how to automatically categorize, index, organize, present, and summarize the enormous amounts of legal documents to enable quick and efficient retrieval of accurate legal information is a key issue (Merkl & Schweighofer, 1997; Schweighofer et al., 2001; Schweighofer, Winiwarter, & Merkl, 1995; Thompson, 2001).

Most previous research in legal informatics has focused on Western languages – seldom on oriental languages, such as Chinese, Japanese, or Korean. In this paper, we study the effects of applying legal informatics to legal documents written in one of the above oriental languages by using an unsupervised learning algorithm called the growing hierarchical self-organizing map (GHSOM). As this algorithm has a proven performance record in Western language legal knowledge systems, we apply it to the construction of Chinese legal maps.

According to Schweighofer et al. (2001), it is better to segment the topics in legal documents when presenting legal knowledge. We, therefore, selected a very important topic, namely, legal knowledge of Taiwan’s securities and futures markets, as our test environment, because – according to statistics published by the ROC government1 – the trading value of domestic individual investors is up to 74.6% of the total trading value, and 2.94 times larger than that of institutional investors.

1 According to Major Indicators of the Securities and Futures Markets, Taiwan District, ROC, in 2005, the trading value of domestic individual investors is up to 74.6% of the total trading value, and 2.94 times larger than that of institutional investors.
majority of participants in these markets are individual investors. In contrast, institutional investors are the key players in the American and European markets. To protect individual investors, who are not as sophisticated as their institutional counterparts in gathering market information, Taiwan's securities and futures markets are highly regulated by several government agencies and the markets' self-regulating bodies, including the Securities and Futures Bureau (SFB), the Taiwan Securities Exchange (TSE), the ROC, Over-the-counter Securities Exchange (OTC), and Taiwan Futures Exchange (Taifex). However, as most investors are not familiar with the large number of laws, rules, and regulations promulgated by the competent authorities, it is hard for them to understand the relationships among the different types of legal information. As a result, they sometimes violate laws, and inadvertently commit crimes.

Currently, legal information retrieval systems used in Taiwan's markets emphasize key word search functions, but the search results are not presented in a meaningful way. As most market participants are not experienced in retrieving legal information, the retrieval procedure should be uncomplicated and user friendly so that legal knowledge about Taiwan’s securities and futures markets can be accessed easily. Hence, the goal of this paper is to provide helpful and cost-effective legal guidance for market participants, including institutional and individual investors, employees of public companies, and securities and futures service providers.

The remainder of this paper is organized as follows. In Section 2, we introduce related research about legal knowledge retrieval. In Section 3, we review the self-organizing map (SOM) related literature and point out some drawbacks of applying growing hierarchical SOM (GHSOM) to legal maps. We then describe how to construct legal maps for Taiwan's securities and futures markets in Section 4, and present the legal maps in Section 5. In Section 6, we evaluate GHSOM by a validity test and a task experiment. Finally, in Section 7, we present our conclusions.

2. Literature review of legal knowledge systems

In recent years, many researchers have focused on the area of legal knowledge presentation. Their methods can be categorized as either supervised indexing approaches, or unsupervised learning models. The former use thesauri, ontology, or other classifications for a simple form of conceptual search. Some researchers apply knowledge-based models composed from thesauri and rules, such as the FLEXICON project (Smith et al., 1995). Case-based reasoning (CBR) plays an important role in developing some legal expert systems. In the SPIRE project, it is applied

<table>
<thead>
<tr>
<th>Research</th>
<th>Methodology</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexicon project (Smith et al., 1995)</td>
<td>Knowledge base</td>
<td>A term extraction module that recognizes concepts, case citations, statute citations, and fact phrases resulting in a very helpful structured document profile. This profile is transformed into a weighted vector to enable a search for related documents or problems</td>
</tr>
<tr>
<td>SPIRE project (Daniels &amp; Rissland, 1995)</td>
<td>CBR</td>
<td>Inference net presentations of important cases are used to search for similar documents</td>
</tr>
<tr>
<td>Salomon project (Moens, 1999)</td>
<td>CBR</td>
<td>Linguistic representations capable of abstracting legal documents automatically</td>
</tr>
<tr>
<td>Anandanpillai and Barta (1999)</td>
<td>CBR</td>
<td>The system, composed of the case knowledge base, pattern detection mechanism, case selection mechanism, adaptation mechanism and weight adjustment mechanism, is developed for housing discrimination law</td>
</tr>
<tr>
<td>ASHSD-III (Pal, 1999)</td>
<td>RBR &amp; CBR</td>
<td>The goal of this research is to formulate a model by which one can find the appropriate precedents in an automated system. The ASHSD-III prototype has achieved the goal by using a model of case similarity assessment based on fuzzy proximity relations</td>
</tr>
<tr>
<td>BanXupport (Elhadi, 2000)</td>
<td>IR and CBR</td>
<td>The Statutes-Based Case Storage and Retrieval System (BanXupport) is a prototype system of case-based indexing and retrieval that is designed to represent and retrieve cases in bankruptcy law. It can assist lawyers in bankruptcy law and similar fields in doing their law research and reasoning using previously decided cases to solve new ones</td>
</tr>
<tr>
<td>KONTERM (Merkl et al., 1995)</td>
<td>SOM</td>
<td>Kobonen’s self-organization feature map is used to represent 41 neutrally related text documents extracted from documents contained in the European Community law database, CELEX. The database prepares document weight vectors in the [0, 1] format, which represents every term (feature) in a document, whether or not such terms actually appear</td>
</tr>
<tr>
<td>KONTERM (Merkl &amp; Schweighofer, 1997)</td>
<td>GSOM</td>
<td>The researchers present the results of a case study in legal document classification based on an experimental document archive comprised of 100 important treaties in public international law (5 MB of text). They use a layered architecture consisting of mutually independent unsupervised, neural networks. The length of each individual feature vector is equal to 1625 components</td>
</tr>
<tr>
<td>Schweighofer et al. (2001)</td>
<td>GHSOM &amp; LabelSOM</td>
<td>Schweighofer et al. (2001) show the feasibility of using GHSOM and LabelSOM techniques in legal research by tests with text corpora in European case law. The results show the generalities and specialities of legal text corpora. The segmentation of a document improves the quality of labeling significantly. The next challenge will be a change from tf·idf vector representation to a modified vector representation that takes into account thesauri or ontologies considering learned properties of legal text corpora</td>
</tr>
</tbody>
</table>
to search for similar documents by inference net presentation of important cases (Daniels & Rissland, 1995). Anandanpillai and Barta (1999) develop a CBR system for housing discrimination laws. Pal (1999) builds a hybrid RBR–CBR knowledge-based system for legal decision-making processes. Elhadi (2000) presents an integrated application of CBR with an automatic indexing information retrieval (IR) component in the legal domain of bankruptcy law. In addition, several researchers have tried to generate abstracts of legal documents automatically in linguistic presentations (Moens, 1999). With regard to unsupervised learning models, in the KONTERM project (Schweighofer & Winiwarter, 1995) various documents are presented as feature vectors of terms extracted from the full text of a document, the context-sensitive rules, and the meta rules associated with the document. Improved SOM models are applied to represent legal knowledge (Merkl & Schweighofer, 1997, 2001). The above research is summarized in Table 1.

3. Literature review of SOMs

In this paper, we integrate the GHSOM and LabelSOM algorithms to construct legal maps. Since both algorithms are based on SOM, the SOM algorithm and its limitations in knowledge representation are introduced first. Then, the evolution of SOM algorithms, growing SOM (GSOM), hierarchical SOM (HSOM), and GHSOM are described in turn. We also point out some limitations of applying GHSOM to legal maps.

3.1. SOM

Kohonen (1982) proposed the SOM algorithm for clustering applications. The SOM model is widely used for generating topology-preserving maps and for data visualization. The remarkable characteristic of the SOM algorithm is that the similarities of the input data are mirrored to a very large extent by their geographical vicinity within the representation space. The SOM algorithm is shown in Fig. 1. This learning procedure leads to a topologically ordered mapping of the presented input signals. Similar types of input data are assigned to neighboring regions on the map (Kohonen, 1995). However, the decision about the best size of the various maps, as well as about the depth of the hierarchy, remains a non-trivial problem requiring some insight into the structure of the underlying document archive.

3.2. Improvements of SOMs

The SOM algorithm has three major drawbacks. The first is that the topology has to be fixed in advance, but this is not generally possible because the statistical properties of the given data are not always available. In order to avoid a tedious trial-and-error process to find the best size of map for a problem domain, several researchers have designed algorithms (GSOM) that automatically define the size of map (Fritzke, 1995; Rodrigues & Almeida, 1990). The network automatically chooses a height/width ratio suitable for the data distribution at hand. Locally accumulated statistical values are then used to determine where to insert new units as well as to determine the size of the neighborhood function used in the learning process.

```
Begin
  Set initial neighborhood parameters, learning rate parameters, and accepted error measurement.
  Initialize weight vectors of the output layer
  Repeat
    For each input vector \( x(t) \), \( t \) represents the time-stamp of the current learning iteration.
    For each node in the output layer, calculate the distances between the weight vectors and the input vector:
    \[
    D_i(t) = \| x(t) - m_i(t) \|,
    \]
    where \( m_i(t) \) refers to the weight vector of unit \( i \), and \( \| \cdot \| \) represents the Euclidean vector norm.
    Determine the winner \( c \):
    \[
    c(t) = \arg \min_{i} D_i(t) = \arg \min_{i} \| x(t) - m_i(t) \|
    \]
    Adapt the weight vectors according to the following learning rule:
    \[
    m_i(t + 1) = m_i(t) + \alpha(t) \cdot h_i(t) \cdot \left( x(t) - m_i(t) \right),
    \]
    where \( \alpha(t) \) represents a time-varying learning-rate decreasing over time, and \( h_i(t) \) is a time-varying neighborhood function that takes into account the distance between the winner \( c \) and unit \( i \) within the output space.
    The most often used function is \( h_i(t) = \exp \left( -\frac{d^2}{2 \cdot d^2(t)} \right) \).
    Reduce the learning rate and radius of the neighborhood function
  Until (Convergence or the maximum number of iterations is achieved)
End
```

Fig. 1. The SOM algorithm.
rows or columns of units whose weight vectors are the averages of nearby units. The growth process continues until the level of input signals falls below a bound for each unit in the network. The grid may then adapt its height/width ratio to the given pattern distribution.

The second drawback of applying SOM to document management is that it can only present similarities among the input data by a distance concept, not by a parent–child relationship. However, as knowledge presentation often relies heavily on hierarchical relationships, hierarchical SOM (HSOM) models have been proposed to resolve the problem. Generally, the training of a hierarchical feature map is performed sequentially from the first layer, i.e., one self-organizing map, down through the hierarchy. The maps of each layer are trained according to the standard self-organizing map learning process. As soon as the first layer map has reached a stable state, training continues with the maps of the second layer. In the second layer, each map is only trained with the input data assigned to the corresponding unit of the first layer map. Moreover, the length of the input vectors may be reduced by omitting those vector components that are equal to the original input vectors. Such an omission is possible because the corresponding features of the input vector are already represented in the previous level. As the size of the input vectors is reduced, the time needed to train the maps is also reduced. The training of the second layer is completed when each map has reached a stable state. The same training procedure is utilized to train the third and any subsequent layers of self-organizing maps (Merkl & Schweighofer, 1997).

The third drawback of the SOM model is that it lacks the interpretability of a trained SOM, i.e., a description of the granularities (topics) in maps. Reading and interpreting the structure and characteristics of a map display learned during the training process is difficult without expensive manual intervention. However, reading and interpreting are very important in knowledge representation and retrieval. This has led to the development of a number of enhanced visualization techniques to support the interpretation of self-organizing maps. Rauber et al. (1999) presented a novel LabelSOM approach for the automatic labeling of trained self-organizing maps based on the information provided by a trained SOM. Every unit of the map is labeled with the features that best characterize all the data mapped in that particular unit. This is achieved by using a combination of the quantization error of every feature and the relative importance of that feature in the weight vector of the unit (Rauber et al., 1999). Ideally, we need a method that can automatically label the units of a SOM based on the characteristics learned during the training process. In some situations, pre-classified information is available, such as in the WebSOM project (Honkela, Kaski, Lagus, & Kohonen, 1997), where the units of a SOM representing Usenet newsgroup articles are labeled with the name of the newsgroup or the newsgroup hierarchy that the majority of articles in a unit come from. This allows a kind of automatic assignment of labels to the units of a SOM by using the additional knowledge provided by the pre-classification of articles in newsgroups. Without a priori knowledge of the data, even information about the cluster boundaries does not reveal information about the relevance of a single attribute to the clustering and classification process. Instead, the labels help to identify the most important features within every unit and thus help a user understand the information presented by a particular unit. They can serve as the basis for simplified semi-automatic creation of class labels by allowing the user to choose the most appropriate terms from the automatically created list.

To overcome these limitations of SOMs within a uniform framework, Dittenbach, Rauber, and Merkl (2002) proposed an artificial neural network architecture, called GH SOM. It uses a hierarchical structure of multiple layers, where each layer consists of a number of independent SOMs. One SOM is used at the first layer of the hierarchy. For every unit on a map, a SOM might be added to the next layer of the hierarchy if the deviation of input data mapped to it reaches a predefined threshold. The principle is repeated with the third and any subsequent layers. The topology of GHSOM is presented in Fig. 2.

Here, we summarize the GHSOM algorithm:

1. Initialize all parameters of GHSOM, including the learning rate, the neighborhood range, the initial map size for the training process, the growing-stopping criterion, the hierarchical stopping criterion, the maximum number of labels, and the label threshold.
2. Start with a virtual layer 0 (see Fig. 2) consisting of only one unit whose weight vector is initialized as the average of all the input data. Then calculate the mean quantization error (mqe) by the Euclidean distance between the weight vector of the unit and all input vectors.
3. Set the initial map size of the first layer in a small map of, for example, $2 \times 2$ units, which is self-organized according to the standard SOM training process.
4. Evaluate the mapping quality by calculating the mean quantization error of each unit’s mqe in the current layer to determine the error unit according to the largest deviation between its weight vector and the input vectors mapped to it. Then, either a new row or column of units is interpolated between the error unit.

Fig. 2. Topology of GHSOM (Adapted from Dittenbach et al. (2002).
and its most dissimilar neighbor. The weight vectors of these new units are initialized as the average of their neighbors. Although the training process is very similar to the GSOM model, it uses a decreasing learning rate and a decreasing neighborhood range, instead of a fixed value. After growing the map, calculate the mean MQE of all units (MQE) in the current map. A map grows until its MQE is reduced to a predefined fraction (the growing-stopping criterion) of the MQE of the unit in the preceding layer of the hierarchy. In other words, the MQE of each map in the current layer should be smaller than a certain fraction value (τ1) of the unit in the preceding layer. The lower the value of the quantization error, the better the map has been trained.

\[ \text{MQE}_m < \tau_1 \cdot \text{MQE}_u, \]

where \( m \) denotes the units in the current map and \( u \) denotes the mapped unit in the preceding layer.

5) Determine the depth of each topic in the current layer according to a predefined fraction (\( \tau_2 \)) of the MQE of layer 0, i.e., the MQE of each unit in the current layer should be smaller than a certain fractional value of the unit in layer 0. The stopping criterion of any unit in the hierarchy is always compared with layer 0.

\[ \text{MQE}_i < \tau_2 \cdot \text{MQE}_{0}, \]

where \( i \) denotes the unit in the current layer.

The training procedure described in Steps 4 and 5 is used to train the subsequent layers.

3.3. The limitations of GHSOM models in representation

Although GHSOM overcomes the three drawbacks of SOM, it still lacks some important features. First, GHSOM may put some important topics in a deeper layer that is not obvious to users, so it may take a substantial amount of time to find such resources. Meanwhile, different users may give different weights to the importance of topics; thus, it is important to present the whole architecture in a brief way, such as using a tree display to indicate all the topics shown on maps. Another drawback of GHSOM is that we cannot determine the total volume of each topic (cluster) when we first view a map, but must browse through the map hierarchy to the bottom layer, i.e., the map cannot show the topic size of a legal map, which is especially important when there are a large number of documents. This could be overcome by showing the information about the number of topics on the map at the same time.

Although the GHSOM model performs the clustering task very well and the LabelSOM model can help by presenting topics with a list of labels, both lack the ability to clearly identify the topic name for each cluster automatically. Hence, in this paper, we propose a topic selection module that names a cluster automatically. This is discussed in detail in Section 4.

4. Creating topic maps by using GHSOM

In this section, we describe each step of the system flow (Fig. 3).

4.1. Dataset – legal documents

We collected securities and futures related legal corpora from the Securities and Futures Institute (SFI), which is responsible for gathering, processing, and presenting securities and futures related information in Taiwan. SFI gathers most of its legal information from 14 organizations, such as SFB, TSE, OTC, Taifex, etc. These organizations are important participants in the stock and futures markets, because they play key roles in market management, promotion, surveillance, investor protection, etc. The dataset is composed of 959 legal documents (about 8000 web pages) promulgated by these organizations, and includes both current and abolished laws, rules, regulations, criteria, and contracts.

4.2. Term extraction

Unlike Western languages, word segmentation and term extraction are quite difficult in Chinese text processing. We extracted terms by implementing a maximum matching rule (Chen & Liu, 1992), based on a lexicon composed of a professional glossary provided by SFI and a common terms treasury. A total of 5571 terms were extracted from the documents.
4.3. Calculation of \( tf \times idf \) weights, feature selection and document vectors

We calculate the term frequencies of each document and the inverse document frequencies of each term. Then, a \( tf \times idf \) weight vector (1), calculated by multiplying the term frequency by the inverse document frequency (Salton, 1989) and the word length of term for each document:

\[
 w_i(d) = \frac{tf_i(d) \times \log \left( \frac{N}{df_i} \right)}{I},
\]

(1)

where \( w_i(d) \) represents the weight of term \( i \) in document \( d \), \( tf_i(d) \) represents the number of times term \( i \) appears in document \( d \), \( N \) represents the total number of documents, \( df_i \) represents how many documents contain term \( i \).

The \( tf \times idf \) weight vector is well-known in information retrieval and is considered the state of the art for content representation. This weighting scheme assigns high values to terms considered important for describing the contents of a document and discriminating between various documents. We select the features of the document vector on the basis of the top 2000 distinct term \( tf \times idf \) values of all documents in our dataset. The input data of the neural network model, GHSOM, is represented by document vectors that can be described as the legal interpretation of a particular document.

4.4. GHSOM model

We use the input data generated by the above steps for GHSOM network training to produce a clustering architecture of the documents based on their contents. After a trial-and-error process, we set the parameters (defined in Section 3.2) as follows: \( r_1 = 0.1 \), \( r_2 = 0.01 \), and label threshold = 0.15. This completes the legal maps.

4.5. Topics selection

Because the label lists suggested by LabelSOM are not all suitable as topic names in this case, we designed a topic selection module to enhance the readability of topic names. We first obtained at most 20 labels for each cluster by the LabelSOM algorithm. The topic name for each cluster was selected from the top two highest-frequency labels based on the statistics of all article titles mapped to the cluster.

5. Browsing the legal maps

The training results are shown in Fig. 4, which illustrates the first layer of the legal maps generated by GHSOM. Each unit is assigned a set of up to five labels, based on the quantization error vector and the unit’s weight vector.

---

Footnotes:

2 Therefore, (1) can be rewritten as \( w_i(d) = \frac{tf_i(d) \times \log \left( \frac{N}{df_i} \right)}{I} \), where \( I \) represents the length of the term \( i \).

3 We use the notation \((x, y)\) to refer to the unit in row \( x \) and column \( y \), starting with \((1, 1)\) in the upper left corner.
• Unit (1,2): dispute mediation.
• Unit (2,2): deliberation commission of IPO over TSE.
• Units (3,1) and (3,2): organization rules of institutes that promote both markets.

If users are interested in legal documents related to dispute mediation, they can be further guided to a deeper layer from Unit (1,2) in Fig. 5. By clicking on the “next layer” hyperlink of Unit (1,2) a user can see more detailed topics (see Fig. 6) that consist of all kinds of mediation rules promulgated by several related organizations whose purpose is to protect investors. In the last step, users can see the content of the legal document needed (Fig. 7) by clicking on the hyperlink in “Table of Contents” frame. For example, Unit (1,1) of the third layer contains the “Operating rules for futures trading dispute mediation” promulgated by the Taipei Futures Association. Both the content of the article (Fig. 7) and the features (labels) used to describe the article are presented to users. The labels selected as features of the “Operating rules for futures trading dispute mediation” are “party”, “mediation”, “Taipei Futures Association”, and “dispute mediation”. These labels seem to relate to this rule except for the term “party”, because it often occurs in legal documents – especially in the contracts and documents related to disputes. This is clear from Fig. 6, where all the labels of the granularities contain the term “party”.

6. Evaluation of the legal maps

We adopted two methods to verify the applicability of GHSOM to our dataset. First, we determined if legal documents regulating the same issue – but different aspects of it – could be clustered together automatically using a validity test. Second, we designed an experiment in which a task, to search some useful legal documents to find the proper channels (organizations) that could help testers settle a dispute between their futures brokers and themselves by using
our system, was assigned to two groups of users to measure the value of the system.

6.1. Validity test

We demonstrate one of the validity tests with the following example. The content of Unit (1,2) in Fig. 8 includes two sets of organization rules, one for the Taipei Securities Association and the other for the Chinese Securities Association. The former was abolished and replaced by the latter in 1999. However, both sets of rules are very similar. In this example, GHSOM can cluster the two sets of rules in the same granularity.

6.2. A task experiment

We designed an experiment in which a task was assigned to a professional user and ten non-professional users to evaluate the value of the system. The professional user was a lawyer with expertise in financial markets. She was the benchmark with which we compared the non-professional users, who made up an experimental set. They (both the benchmark and the non-professional users) were asked to search some useful legal documents to find the proper channels (organizations) that could help them settle a dispute between their futures brokers and themselves. We required them to use our system to find the answer and record how long it took to accomplish the task. The results show that the time spent by the benchmark was 2.5 min and the average time spent by non-professional users was 5 min. In other words, using our system the non-professional users only needed twice as much time as the lawyer to accomplish the task.

7. Conclusions

Legal knowledge representation of the securities and futures markets can help market participants understand the relationships between the laws, regulations, rules, criteria, and contracts in both markets. Access to legal document archives would be enhanced by providing investors with effective tools to search an environment of dynamically classified legal documents. In this paper, we integrate a dictionary-based term extraction technology, a vector space model for processing documents, and the GHSOM and LabelSOM algorithms to construct legal maps. Our method enables users to access legal documents in a convenient, efficient, and cost-effective way. We also enhance the visualization and readability of the GHSOM model by adding a tree display to show the topics generated by our topic selection module. In addition, information regarding the volume of documents clustered in each topic and a color display are shown on the maps to improve visualization. The maps can be browsed on the web site (http://syn-teny.iis.sinica.edu.tw/legalmap/).

In this study, clustering of legal documents using the GHSOM model is shown to be effective, because most similar documents can be clustered together and the geographic distance between clusters seems to also represent the semantic distance. The results show that the model performs well in clustering Chinese language legal documents.

In our experience, term extraction is the only critical difference between different language legal informatics. It is hard to identify terms in Chinese articles, because there are no spaces between terms. Some methodologies have been developed to resolve the problem, such as dictionary, linguistic, and statistical approaches (Ong et al., 1999).

With regard to the clustering method, GHSOM, we find that there is no difference between Chinese and Western language formats, because the input vectors are composed of tf•idf weights generated by calculating the term and document frequencies. Also, the terms used have already been extracted by a term extraction technology.

To evaluate the applicability of GHSOM to legal maps, we invited 15 experts to use the system and give some suggestions to us. After reviewing the respondents opinions, some users remarked that the distinction between nearby clusters is not clear enough for them to browse legal maps and needs to be improved, therefore, we suggest that future research should pay more attention to clarifying some terms that appear in most legal documents (e.g., “party” and “securities”) in order to make the distinction between nearby clusters on the legal maps more obvious to users. This would reduce the difficulties that many users experience when browsing maps. Besides, they also suggested that the addition of keyword search and notification about amendments to laws, as well as more information about banking and insurance related laws and regulations, would

4 We invited 15 people who work in Taiwan’s securities and futures markets, to answer the questionnaire. The group consisted of lawyers, government staff, others associated with securities firms and banks, and individual investors.
make the system easier to retrieve legal information about the securities and futures markets.

In legal informatics of oriental languages, we suggest that future research could apply other major methodologies from legal informatics of Western languages by developing an ontology defined in terms of specific users. For example, an ontology could be developed for people working in financial holding companies, and used to constructing a knowledge base for their specific purposes, including consumer financing, corporate financing, wealth management, etc.
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