An optimal feedback control strategy for waste disposal management in agroecosystems
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A dynamic model based on the linear systems theory is implemented in designing optimal feedback control strategies to efficiently manage waste disposal in agroecosystems. A physical and mathematical review on the dynamic model leads to a residence time model describing the sojourn of waste disposal in an agroecosystem. Linear quadratic regulators (LQR's) with output feedback control of a linear-invariant system are chosen for the design algorithm. Both impulse and step disturbances are taken into account and optimal proportional (P) and proportional plus integral (PI) feedback control strategies are synthesized. To illustrate this procedure the design is applied to manage residual phosphorus concentrations in a typical integrated pig/corn farming system located in the south Taiwan region. Numerical data are obtained that could be used to design a controller minimizing fluctuations about a chosen equilibrium state. Numerical results from the model implementation show that the optimal selection of weighting parameters and the resulting costs vary with the desired equilibrium state. The designed optimal feedback controllers, when suitably tuned, give satisfactory management of residual phosphorus concentrations in the pig farm. A sensitivity analysis is also performed to study the sensitivity of the objective function with respect to the controller gains. Feedback gains associated with residual phosphorus in the pig-subsystem are shown to be far more sensitive compared with that in corn-subsystem. © 1997 by Elsevier Science Inc.

Keywords: agroecosystem, optimal feedback control, technical coefficient, waste disposal

1. Introduction

Agricultural agents influence each other, and sectors of an agroecosystem are interconnected. There are indirect as well as direct transmission paths and/or feedback loops in agroecosystems. Some indirect paths are due to the dynamics of the systems and may not be so obvious; thus counterintuitive phenomena may occur because of the complexity of these feedback loops.

Unless agroecosystems are treated as dynamic systems with the help of control and system theory it cannot adequately handle some of the phenomena associated with dynamic feedback loops. By examining the controllability and observability properties of dynamic systems, for instance the kinds of instruments that are needed to better stabilize the system or the new signals that are desirable to produce a more stable system, behavior can then be decided.

An early attempt to use control theory with ecosystem management is found in Olsen who used analog computers to model the flow of trace nuclides through ecosystems. Lowes and Blackwell and Boling and Van Sickle describe the application of engineering control theory to ecosystems. Mulholland and Sims used the stable compartmental model to demonstrate in a general way how control theory could be used to achieve desired flow levels with linear and nonlinear models. Goh demonstrates why nonlinear control theory can be applied to only one or two variable systems. Kercher applied control theory to stable, dynamic, and linear models to find their frequency response to harmonic input. Hannon applied anticipatory and feedback control processes to an oyster reef ecosystem to stabilize the system after an unexpected external change. An ingenious concept in creating an agroecosystem in which a number of species coexist and are produced simultaneously has been described by Kok and Lacroix. They pointed out that it is possible to make agricultural production units autonomous by giving them sufficiently sophisticated control systems.

This present paper arises out of a collaborative project to investigate problems of waste disposal management in agroecosystems from the viewpoint of control engineering.
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and to show how ideas from the engineering sciences might be used to design feedback control laws for waste management. Management of one particular waste disposal is considered in detail to show the applicability of established techniques in control engineering. From a theoretical point of view it provides a framework for consideration of a large variety of energy/material exchanges that affect the dynamic behavior of agroecosystems and offers additional mathematical tools to unravel the formal characteristics of whole agroecosystems.

From the practical engineering point of view optimal control theory is valuable mainly as a source of insight into the structure required for feedback controllers. A further insight is that dynamics serve as the purpose of estimation.

The purpose of this paper is to present initial considerations on the use of optimal control theory for designing an optimal feedback control strategy to efficiently manage waste disposal in an agroecosystem. Control logic developed for management of waste disposal will incorporate control logic algorithms used for other ecological factors in any other ecosystem. To illustrate this procedure the design is applied to manage residual phosphorus concentrations in a typical integrated pig/corn farming system located in the south Taiwan region. A sensitivity analysis is also performed to study the sensitivity of the objective function with respect to the controller gains.

2. Model structure

2.1 Model development

An input-output model can be used to develop a linear dynamic model describing the behavior of energy/material flow in agroecosystems. In input-output analysis it is as follows: After observing \(x_{ij}\), the flow of input from \(i\) to \(j\), and \(q_j\), the total (gross) output of \(j\), we form the ratio of input to output, \(x_{ij}/q_j\), denoted \(a_{ij}\); \(x_{ij}/q_j\) is termed a technical coefficient. Following the above mentioned concept an output dynamics in agroecosystems may be derived as follows.

There exists a pair of nonnegative matrices, \([A(t)]\) and \([B(t)]\), in which \([A(t)]\) is an irreducible (or indecomposable) matrix for gross input coefficients, and \([B(t)]\) is a partially reducible matrix of net output coefficients. \([A(t)]\) and \([B(t)]\) are both \(n\)-square matrices: \([A(t)] = ([a_{ij}(t)])\) and \([B(t)] = ([b_{ij}(t)])\); in which \(a_{ij}(t)\) is the gross input technical coefficient of the \(i\)th resource in the \(j\)th process per unit mass of the \(j\)th resource available to the system, and \(b_{ij}(t)\) is the net output technical coefficient of the \(i\)th resource in the \(j\)th process per unit mass of the \(j\)th resource available to the system.

Two matrices of \([X(t)]\) and \([Z(t)]\) are defined to achieve the construction of these technical coefficients. The elements of \([X(t)] = ([x_{ij}(t)])\) and \([Z(t)] = ([z_{ij}(t)])\) are denoted as the gross input and the net output of the \(i\)th resource in the \(j\)th process at time \(t\), respectively.

Equation (5) clearly shows the time path \(\{q(t)\}\) without explicit reference to the input matrix \([A(t)]\). In the special case of a time-invariant system the general solution of equation (5) is:

\[
\{q(t)\} = \text{exp}([B,]t)\{q(0)\}
\]

where \(\{q(0)\}\) is the initial value vector of resource mass at \(t = 0\). The time path \(\{q(t)\}\) in that way depends on the values of the components of \(\{q(0)\}\) and on the structure of matrix \([B,]\). The concept of stability is extremely important, since every workable system must be designed to be stable. The elements of \(\{q(t)\}\) will remain bounded only if \(R_s(\lambda_k) < 0\) for all \(k\), where \(\lambda_k\) is the eigenvalue of \([B,]\).

2.2 System control model

Under the modeling and control inseparability principle the modelling and control problems are not separable and are necessarily iterative. Hence a (model, controller) pair must be referred to as appropriate or inappropriate for each other. Therefore the capacity of the controlled technical coefficient change (say, \(\Delta a_{ij}, \Delta b_{ij}\)) affects the limits imposed by the environment on the agroecosystem. The problem is thus the role of controlled technical coefficient change in enabling the agricultural agents to manage their environment to extend the life of resources in fixed supply and to minimize the damaging effects of waste disposal. Controlled technical coefficient change may be thought of...
as the deliberate application of residual quantities in new combinations or forms. Therefore technical coefficient change ($\Delta a_{ij}$, $\Delta b_{ij}$) in the general sense is a function of waste disposal.

The application of waste disposal for the agroecosystem to achieve a particular goal is a process that has all the characteristics of a controlled feedback process, i.e., the application of linear combinations of the resources, or state variables, of the agroecosystem to change it from an initial state to some other state. In other words, controlled technical coefficient change seeks to change the combination of resources available to the agroecosystem in future periods by changing the combination of resources advanced now.

The description of technical coefficient changes as a control process is obtained by substituting equation (4) into equation (5),

$$\{q(t)\} = [B_1]{q(t)} + [\Delta B]{q(t)}$$

where $\{u(t)\}$ is an $n$-dimensional control variables vector applied at the beginning of time $t$; $[M]$ is an $n$-square control input matrix describing the technical coefficient changes in $[B_1]$.

The vector of control variables is the vector of residual quantities generated by the system in time $t$ under the technical coefficient inherited from the previous time. The vector of waste disposal $\{q(t)\}$ has the following relations:

$$\{q(t)\} = ([I] - [A_1])\{q(t)\}$$

If all technical coefficient changes are assumed to be controlled, equation (7) may be written in the form of a state-space realization of a linear dynamic system:

$$\dot{\{q(t)\}} = [B_1]{q(t)} + [M]{u(t)}$$

where $\{u(t)\}$ is an $n$-dimensional control variables vector applied at the beginning of time $t$; $[M]$ is an $n$-square control input matrix describing the technical coefficient changes in $[B_1]$.

The vector of control variables is the vector of residual quantities generated by the system in time $t$ under the technical coefficient inherited from the previous time. The vector of waste disposal $\{q(t)\}$ has the following relations:

$$\{q(t)\} = ([I] - [A_1])\{q(t)\} = [H]\{q(t)\}$$

If $[H] = ([I] - [A_1])$ is nonsingular, the control input matrix $[M]$ can be written as, $[M] = [H]^{-1}[\Delta B]$.

When the control output of the system is defined to be the waste disposal in the system a complete description of the dynamics of available resources in an agroecosystem in terms of a state-space realization can be written as a linear dynamic system:

$$\dot{\{q(t)\}} = [B_1]{q(t)} + [M]{u(t)}$$

$$\{y(t)\} = [C]{q(t)}$$

where $\{y(t)\}$ is an output variable vector and $[C]$ is a constant output matrix.

### 2.3 Residence time model

The general solution of equation (11) is:

$$\{q(t)\} = \exp([B_1]t){q(0)} + \int_0^t \exp([B_1](t-\tau))\{M\}{u(t-\tau)} d\tau$$

The state variable at time $t = (t + h)(\{q(t + h)\})$ can be a transformed nonsingularity via a time-dependent transition probability $(P(h))$ by any other state variables at previous time $(\{q(t)\})$, and can be expressed as:

$$\{q(t + h)\} = P(h)\{q(t)\}$$

As can be seen from equation (13), the solution of $(\{q(t + h)\})$ is:

$$\{q(t + h)\} = \exp([B_1]\h\{q(t)\} + \int_0^\tau \exp([B_1](\tau - \tau'))[M]{u(\tau - \tau')} d\tau'$$

where $\tau' = \tau - h$. If $h$ is very small, a combination of equations (13) and (15) yields:

$$\{q(t + h)\} = \exp([B_1]h)\{q(t)\}$$

In view of equations (15) and (16) an important relationship between system matrix $[B_1]$ and transition probability matrix $(P(h))$ can be obtained as:

$$P(h) = \exp([B_1]h)$$

Let $P_{ij}(t)$ denote the element of $P(t)$. Then in an infinitesimal interval $(t, t + dt)$ the mean time of waste disposal is in subsystem $i$, having started in subsystem $j$, before entering a subsystem, which is $P_{ij}(t)dt$. The total mean time of waste disposal stays in subsystem $i$, having started in subsystem $j$, before entering a subsystem, and it is the $(i,j)$th element of $[T] = \int_0^\infty P(t)dt$. Integration of $[T]$ may be obtained using the function of a matrix representation:

$$\int_0^\infty \{P(t)\} dt = \int_0^\infty \exp([B_1]t) dt$$

Let $P_{ij}(t)$ denote the element of $[P(t)]$. Then in an infinitesimal interval $(t, t + dt)$ the mean time of waste disposal is in subsystem $i$, having started in subsystem $j$, before entering a subsystem, which is $P_{ij}(t)dt$. The total mean time of waste disposal stays in subsystem $i$, having started in subsystem $j$, before entering a subsystem, and it is the $(i,j)$th element of $[T] = \int_0^\infty P(t)dt$. Integration of $[T]$ may be obtained using the function of a matrix representation:

$$\int_0^\infty \{P(t)\} dt = \int_0^\infty \exp([B_1]t) dt,$$

$$- \int_0^\infty \left(1/(2\pi i)\Phi(C) \exp(\lambda t) \times ((\lambda)[I] - [B_1])^{-1} d\lambda\right) dt,$$

$$= 1/(2\pi i)\Phi(C) \int_0^\infty \exp(\lambda t) dt \times ((\lambda)[I] - [B_1])^{-1} d\lambda,$$

$$- 1/(2\pi i)$$

$\Phi(C)$ is a constant output matrix.
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\[ \dot{\Phi} = -[\lambda]^{-1}([\lambda][I] - [B_2])^{-1} d\lambda, \]

where \([\lambda] \) is the distinct eigenvalue matrix of \([B_2] \) and \(C \) is the boundary of a domain containing the eigenvalues \([\lambda] \) of \([B_2] \), and they consist of a finite number of closed rectifiable Jordan curves. In the last step the contour \(C \) in the left-hand plane was chosen so that \(\exp([\lambda]t) \) approaches zero as \(t \) approaches infinity.

Therefore the row sum in \([T] \), say the \(i \)th row, is equal to the mean residence time of waste disposal in subsystem \(i \):

\[ [\{i\}] = [T](1) = -[B_1]^{-1}(1) \]  \hspace{1cm} (17)

where \([\{i\}] \) is the mean residence time vector of waste disposal in each subsystem.

3. Optimal feedback control synthesis

3.1 Optimal \(P \) control strategy

For the given linear control system in equations (11) and (12) an optimal control vector \((\hat{u}(t)) \) is desired that will minimize the following quadratic cost function:

\[ J = \frac{1}{2} \int_0^t ((q(t))^T[S][q(t)] + (u(t))^T[R][u(t)]) \, dt \]  \hspace{1cm} (20)

where \([S] = [C]^T[Q][C] \) in which \([Q] \) is a positive semi-definite weighting matrix and \([R] \) is a positive definite control weighting matrix.

To ensure that the controller can drive the system for a specified period of time the system must be controllable. On the other hand to control the system the performance with feedback must be monitored, thus the system must be observable. If the linear plant in equations (11) and (12) is observable, then \([S] = [C]^T[Q][C] \) is a positive semi-definite output-weighting matrix when \([Q] \) is a positive semi-positive. Observability and controllability of the plant are guaranteed if and only if the following matrices:


\[ [J(t)] = [M][B][M] \cdots [B]^T \cdots [M] \]

have rank \(n \) (i.e., \([K][K]^T \neq 0 \) and \([J][J]^T \neq 0 \), respectively).\(^{10}\)

The solution of the optimal vector \(((\hat{u}(t)) \), which minimized equation (20), can be given by the following well-known expression:

\[ (\hat{u}(t)) = [R]^{-1}[M]^T[P](\hat{q}(t)) \]  \hspace{1cm} (21)

where \([P] = [P]^T \) is the positive definite solution of the Riccati equation:

\[ \dot{P} = -[P][B_1] - [B_1]^T[P] + [P][M][R]^{-1}[M]^T[P] - [S], \]

\[ [P(t_f)] = 0 \]

If \(t_f \) approaches infinity and the system in equations (11) and (12) is observable and controllable in the Kalman sense, the optimal control policy becomes a suboptimal controller design problem, and the suboptimal control vector in equation (21) can be expressed as:

\[ (\hat{u}(t)) = -[R]^{-1}[M]^T[P^*](\hat{q}(t)) \]  \hspace{1cm} (22)

where \([P^*] = [P^*]^T \) is the unique, positive definite solution of the following algebraic Riccati equation:

\[ -[P^*][B_1] - [B_1]^T[P^*] + [P^*][M][R]^{-1}[M]^T[P^*] = 0 \]  \hspace{1cm} (23)

Equation (22) is the desired optimal feedback controller for the optimal linear quadratic regulator (LQR) with initial condition. This procedure can be seen as a modern control theory for designing a proportional feedback controller (P controller).

3.2 Optimal \(PI \) control strategy

The optimal LQR may be reformulated so that the resulting optimal feedback controller always brings the output state to a desired equilibrium condition in the presence of any finite constant disturbance (e.g., pesticide, pest, or food contaminants). Therefore when considering again equations (11) and (12), a more general form of system control model can be expressed as:

\[ \dot{q}(t) = [B_1][q(t)] + [M][u(t)] + [D][W(t)] \]  \hspace{1cm} (24a)

\[ q(0) = (q_0), \quad u(0) = (u_0) \]  \hspace{1cm} (24b)

\[ y(t) = [C][q(t)] \]  \hspace{1cm} (24c)

where \([D] \) is a constant matrix and \([W(t)] \) is subjected to constant disturbances,

\[ W_i = w_i, \quad i = 1, 2, \ldots, n \]  \hspace{1cm} (24d)

The quadratic cost function to be minimized may be rewritten as:

\[ J = \frac{1}{2} \int_0^t ((q(t))^T[S][q(t)] + (\hat{u}(t))^T[R][\hat{u}(t)]) \, dt \]  \hspace{1cm} (25)

From a design point of view the cost function of equation (25) means the rates of change of control variables are penalized such that large values of control are prohibited indirectly rather than the control variables themselves.
The derivative of equation (24) with respect to time yields:

\[ \dot{q}(t) = [B_1]q(t) + [M][\dot{u}(t)] \quad (26a) \]
\[ q(0) = q_0, \quad u(0) = u_0 \quad (26b) \]
\[ \dot{q}(0) = [B_1]q_0 + [M][u_0] + [D][W] \quad (26c) \]
\[ \dot{y}(t) = C^T \dot{q}(t) \quad (26d) \]

and defines the following new variables:

\[ \omega = \dot{q}, \quad \theta = \dot{u}, \quad \xi = \dot{y} \]

Thus equations (24) and (26) can be reduced to the following pair of vector-matrix differential equation:

\[ \dot{\omega}(t) = [B_1]\omega(t) + [M]\theta(t) \quad (27a) \]
\[ \omega(0) = [B_1]q_0 + [M]u_0 + [D][W] \quad (27b) \]
\[ y(t) = C^T \omega(t) \quad (27c) \]
\[ \xi(t) = C^T \omega(t) \quad (27d) \]

Equation (27) can be compactly expressed as:

\[ \begin{bmatrix} \dot{\eta} \\ \dot{\xi} \end{bmatrix} = \begin{bmatrix} [B_1] & [M] \end{bmatrix} \begin{bmatrix} \eta \\ \theta \end{bmatrix} \quad (28a) \]
\[ \begin{bmatrix} \eta(0) \\ \xi(0) \end{bmatrix} = \begin{bmatrix} \eta_0 \\ \xi_0 \end{bmatrix} \quad (28b) \]

where

\[ \eta = \begin{bmatrix} q \end{bmatrix}, \quad \theta = \begin{bmatrix} u \end{bmatrix}, \quad \xi = \begin{bmatrix} y \end{bmatrix} \]
\[ \eta = \begin{bmatrix} q_0 \\ \omega(0) \end{bmatrix} \]
\[ [C_1] = \text{diag}([C]^T[C]) \]
\[ [C_\xi] = \begin{bmatrix} y(t) \end{bmatrix} \]
\[ [B_\omega] = \begin{bmatrix} 0 \\ [I] \\ [B_1] \end{bmatrix} \]
\[ [M_\omega] = \begin{bmatrix} 0 \\ [M] \end{bmatrix} \]

Therefore equation (25) in terms of the new variables becomes:

\[ J = \frac{1}{2} \int_0^T \left( \begin{bmatrix} \eta(t) \\ \theta(t) \end{bmatrix}^T [S_\eta](\eta(t)) + (\theta(t))^T [R](\theta(t)) \right) \, dt \quad (29) \]

where \([S_\eta] = \text{diag}([S]\, [0] = \text{diag}([C]^T[C]) \, [0] \). Matrix \([S_\eta] \) becomes a positive semi-definite since \([S] \) is a positive semi definite. Thus the original output LQR in equation (24) and (25) can be restated in equation (29).

An optimal control vector \( \{\hat{\theta}(t)\} \) that minimizes equation (29) subject to a given linear system (28) can be found. This alternative problem is recognized as an LQR. The solution of the optimal control vector is given by the well-known expression:

\[ \{\hat{\theta}(t)\} = -[R]^{-1}[M_\eta]^T[P_\eta]\{\hat{\eta}(t)\} \quad (30) \]

where \([P_\eta] = [P]^T \) is the positive definite solution of the Riccati equation:

\[ \dot{P} = -[P][B_\eta] - [B_\eta]^T[P] \]
\[ + [P][M_\eta][R]^{-1}[M_\eta]^T[P] - [S_\eta], \]
\[ [P(t)] = 0 \]

If system (28) is observable and controllable (i.e., \([J(t)] \) and \([K(t)] \) are of full rank \( n \)), then as \( t \) approaches infinity in equation (28), the LQR becomes a suboptimal controller design, and the suboptimal control vector in equation (30) becomes:

\[ \{\hat{\theta}(t)\} = -[R]^{-1}[M_\eta]^T[P^*]\{\hat{\eta}(t)\} \quad (31) \]

where \([P^*] = [P]^T \) is the unique, positive definite solution of the following algebraic Riccati equation:

\[ -[P^*][B_\eta] - [B_\eta]^T[P^*] \]
\[ + [P^*][M_\eta][R]^{-1}[M_\eta]^T[P^*] - [S_\eta] = 0 \]

Integrating equation (31) with respect to time gives:

\[ \{\hat{\theta}(t)\} = \left[I_{2n} + \left[L_{2n}\right] \{\hat{\theta}(t)\} \right]_{t_0}^t + \left[I_{1n} + \left[L_{1n}\right] \right] \int_{t_0}^t \{\hat{\eta}(t)\} \, dt \quad (32) \]

The elements \([L_j] \) in equation (32) are appropriately partitioned submatrices \([-[R]^{-1}[M_\eta]^T[P^*]] \).

This is the desired optimal feedback controller to the original LQR as defined in equations (24) and (25). This procedure can be seen as a modern control theory method for designing the proportional plus integral feedback controller (PI controller). Figure 1 shows the structures of optimal P and PI control strategies for waste disposal management in the agroecosystem considered.

4. Implementation

4.1 Controller performances

The objective of this section is to evaluate the performance of the optimal P and PI feedback control strategies in managing the residual phosphorus concentrations in a typical integrated pig/corn farming ecosystem located at Yun-Lin, south Taiwan region (designated as the Y-L Farm). The feeding growing pigs were approximately 200 heads. The body weight of each growing pig was estimated to be 70 kg. The animals were fed a 70–80% ration, which was available for nutrient content, and a corn field of 18 ha was cultivated.

A farm system model is established to characterize the dynamic behavior of residual phosphorus in the Y-L Farm. There are two submodels in the farm system model:
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Table 1. Results of a field survey in the Y-L Farm (January 6, 1994–January 15, 1995) of net output and gross input parameters used in model implementation

<table>
<thead>
<tr>
<th>Net output parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pig-subsystem</td>
</tr>
<tr>
<td>1. Feedstuff, $u_1 = 2.50$ ton/mon</td>
</tr>
<tr>
<td>2. Meat production, $y_1 = 0.85$ ton/mon</td>
</tr>
<tr>
<td>3. Swine waste contributed to Corn-subsystem, $f_{x1} = 0.74$ ton/mon</td>
</tr>
<tr>
<td>4. Steady-state biomass of growing pig, $q_1 = 2.56$ ton</td>
</tr>
<tr>
<td>Corn-subsystem</td>
</tr>
<tr>
<td>1. Fertilizer requirement, $u_2 = 1.79$ ton/mon</td>
</tr>
<tr>
<td>2. Food production, $y_2 = 0.90$ ton/mon</td>
</tr>
<tr>
<td>3. Corn supplement to Pig-subsystem, $f_{x2} = 2.00$ ton/mon</td>
</tr>
<tr>
<td>4. Steady-state storage of corn, $q_2 = 1.71$ ton</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gross input parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro-subsystem</td>
</tr>
<tr>
<td>1. Protein content, $u'_1 = 10.7$ ton/mon</td>
</tr>
<tr>
<td>2. Feedstuff, $u_1 = 2.50$ ton/mon</td>
</tr>
<tr>
<td>3. Protein contents contributed to Pho-subsystem, $f_{x1} = 0.005$ ton/mon</td>
</tr>
<tr>
<td>4. Steady-state storage, $q'_1 = 21.4$ ton</td>
</tr>
<tr>
<td>Pho-subsystem</td>
</tr>
<tr>
<td>1. Phosphorus content, $u'_1 = 0.005$ ton/mon</td>
</tr>
<tr>
<td>2. Fertilizer requirement, $u_2 = 1.79$ ton/mon</td>
</tr>
<tr>
<td>3. Phosphorus contents contributed to Pro-subsystem, $f_{x2} = 0.0015$ ton/mon</td>
</tr>
<tr>
<td>4. Steady-state storage, $q'_2 = 1.61$ ton</td>
</tr>
</tbody>
</table>

Matrix $[M]$ can be calculated based on equation (11) as $[M] = [H]^{-1}[\Delta B] = \text{diag}[0.33]$. For simplicity $[C] = [H]$ is assumed.
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Table 2. Construction of matrices \([A_1]\) and \([B_1]\) for phosphorus flows dynamics in the farm system model based on Table 1 and Figure 2

<table>
<thead>
<tr>
<th>Pig- and corn-subsystems</th>
<th>Pro- and Pho-subsystems</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. State variable vector (ton): ([q]= [q_1, q_2]= [2.56, 1.71])</td>
<td>1. State variable vector (ton): ([q']= [q_1', q_2']= [21.4, 1.61])</td>
</tr>
<tr>
<td>2. Transport coefficient matrix (ton/man): ([F]= \begin{bmatrix} f_{11} &amp; f_{12} \ f_{21} &amp; f_{22} \end{bmatrix} = \begin{bmatrix} -1.59 &amp; 2.00 \ 0.74 &amp; -2.90 \end{bmatrix})</td>
<td>2. Transport coefficient matrix (ton/man): ([F]= \begin{bmatrix} f_{11}' &amp; f_{12}' \ f_{21}' &amp; f_{22}' \end{bmatrix} = \begin{bmatrix} -2.506 &amp; 0.005 \ 0.005 &amp; -1.795 \end{bmatrix})</td>
</tr>
<tr>
<td>3. Input vector (ton/man): ([u]= [u_1, u_2]= [2.50, 1.79])</td>
<td>3. Input vector (ton/man): ([u']= [u_1', u_2']= [10.7, 1.07])</td>
</tr>
<tr>
<td>4. Net output vector (ton/man): ([y]= [y_1, y_2]= [-0.85, 0.90])</td>
<td>4. Gross output vector (ton/man): ([u]= [u_1, u_2]= [2.50, 1.79])</td>
</tr>
</tbody>
</table>

Table 3 lists the qualitative analysis results of the system control model, including stability, controllability/observability, and residence time analyses. Table 3 shows that the state stability and controllability/observability of the system are verified, while residence times of residual phosphorus concentration are 1.17 and 0.91 months, respectively, in the Pig- and Corn-subsystems.

Next the effects of weighting matrices \([S]\) and \([R]\) in the quadratic cost function are investigated. Usually \([S]\) and \([R]\) are selected to be diagonal in order to secure the system's robustness properties. The corresponding scalar expression of the quadratic cost function for the Y-L Farm in optimal P and PI control systems can be attained by equations (20) and (25):

\[
J = \frac{1}{2} \int_0^t (s_{11}q_1^2 + s_{22}q_2^2 + r_{11}u_1^2 + r_{22}u_2^2) \, dt \tag{33a}
\]

\[
J = \frac{1}{2} \int_0^t (s_{11}'q_1^2 + s_{22}'q_2^2 + r_{11}'u_1^2 + r_{22}'u_2^2) \, dt \tag{33b}
\]

Because \(q_1^2\) and \(u_1^2\) are of same orders of magnitude, approximate scaling factors are not necessarily used in the selection of \([S]\) and \([R]\). Because no general criterion could be found it is assumed that \(u_2^2\) and \(u_2^2\) are of the same magnitude.

The elements in weighting matrices in equation (34) have the following relations: \(s_{11}q_1^2 = s_{22}q_2^2\) and \(r_{11}u_1^2 = r_{22}u_2^2\), as a result, \(s_{11} = s_{22}\) and \(r_{11} = r_{22}\). Thus it is only necessary to adjust \(s_{11}\) and \(r_{11}\) while keeping \(s_{22}\) and \(r_{22}\) fixed. In this work \(r_{11}\) is set at 1 and only \(s_{11}\) is varied.

The optimal P controller can be expressed by equation (22):

\[
\dot{q}(t) = -[R][M][P^*][\dot{q}(t)] = [K_p][\dot{q}(t)] \tag{35}
\]

where \([K_p]\) is a proportional feedback gain matrix. When carrying out the matrix multiplication equation (35) can be written as:

\[
\begin{bmatrix} \dot{q}_1(t) \\ \dot{q}_2(t) \end{bmatrix} = \begin{bmatrix} k_{11} & k_{12} \\ k_{21} & k_{22} \end{bmatrix} \begin{bmatrix} q_1(t) \\ q_2(t) \end{bmatrix} \tag{36}
\]

The matrix \([K_p]\) contains four feedback gains, \(k_{11}, k_{12}, k_{21}, k_{22}\), which are computed for the optimal P controller. Similarly let \([K_{pi}]\) be a proportional plus integral feedback gain matrix that contains eight feedback gains \((k_{11}, k_{12}, k_{13}, k_{14}, k_{21}, k_{22}, k_{23}, k_{24}\ldots)\) for the optimal PI controller. The optimal PI controller can then be expressed by equation (32):

\[
\begin{bmatrix} \dot{q}_1(t) \\ \dot{q}_2(t) \end{bmatrix} = \begin{bmatrix} k_{11} & k_{12} & k_{13} & k_{14} \\ k_{21} & k_{22} & k_{23} & k_{24} \end{bmatrix} \begin{bmatrix} q_1(t) \\ q_2(t) \end{bmatrix} \tag{37a}
\]
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where

\[
\begin{bmatrix}
  k_{11} & k_{12} & k_{13} & k_{14} \\
  k_{21} & k_{22} & k_{23} & k_{24}
\end{bmatrix} = [K_{pj}]
\]  

(37b)

Table 4 lists the elements of P and PI feedback gain matrices of \([K_1]\) and \([K_{pj}]\) varied with \(s_{11}\) values.

The model analyses were done in MATLAB: Control System Toolbox. Figures 3 and 4 show the simulated time-history of error (i.e., the difference between actual and desired values) responses of residual phosphorus concentrations in the Pig-subsystem under no control and optimal P and PI control efforts at \(s_{11} = 1, 5, 10, \) and 100. Figure 5 gives the simulated responses of residual phosphorus concentrations in the Pig- and Corn-subsystems under no control and an optimal PI control effort at \(s_{11} = 1, 10, \) and 100, with the desired equilibrium value shown 80 ppm. These figures indicate that the responses were governed by the parameter \(s_{11}\). The success of these manipulations on control efforts can be achieved by adjusting the specified performance bounds for output and input variables to properly select the weighting matrices.

Figure 6 shows the simulated time-history of error responses of residual phosphorus concentrations in the Pig-subsystem under no control and an optimal PI control action subjected to the constant disturbances \(w = 3.5, 5.5, \) and \(7.5\) at \(s_{11} = 1.0\). Figure 6 also shows conflicting requirements between what is needed for steady-state stability and what is needed for noise rejection, as with velocity feedback in conventional position-control systems.

The evaluation of the optimal feedback control strategies presented above concludes that a satisfactory control of residual phosphorus concentrations in the Y-L Farm can be reached when the optimal feedback controllers are suitably tuned. In addition, numerical results from the simulation show that the optimal choice of tuning parameter \(s_{11}\) and the resulting costs vary with the desired equilibrium state.

4.2 Sensitivity analysis

Sensitivity analysis for system parameters is performed to provide information concerning the accuracy requirements of the various feedback gains during the actual design of the individual controllers. The term "sensitivity" means relative changes in the measures of merit caused by given changes in the various feedback gains.

Equation (37) is valid for the optimal PI control. The controller parameters that shall be concentrated on are the eight feedback gain elements \((k_{11}, k_{12}, \ldots, k_{24})\), which will be rearranged as \(k_1, k_2, \ldots, k_8\), respectively. Table 5 summarizes the results of sensitivity analysis of the optimal PI controller gains. The nominal values of \(k_i\) shown are the optimal values determined via the development of feedback control synthesis for the system considered (Table 4). The sensitivity of the objective function with re-

<table>
<thead>
<tr>
<th>1. (s_{11} = 1)</th>
<th>([K_p] = \begin{bmatrix} 0.0280 &amp; 0.0010 \ 0.0390 &amp; 0.9860 \end{bmatrix})</th>
<th>([K_{pj}] = \begin{bmatrix} 0.3189 &amp; 0.0126 &amp; 0.9964 &amp; -0.0844 \ 0.2340 &amp; 0.9442 &amp; 0.0844 &amp; 0.8975 \end{bmatrix})</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. (s_{11} = 5)</td>
<td>([K_p] = \begin{bmatrix} 0.1636 &amp; 0.0200 \ 0.6396 &amp; 0.1956 \end{bmatrix})</td>
<td>([K_{pj}] = \begin{bmatrix} 0.6774 &amp; 0.0440 &amp; 0.9986 &amp; -0.0535 \ 1.2996 &amp; 0.3914 &amp; 0.0535 &amp; 0.8669 \end{bmatrix})</td>
</tr>
<tr>
<td>3. (s_{11} = 10)</td>
<td>([K_p] = \begin{bmatrix} 1.0116 &amp; 0.0730 \ 2.3962 &amp; 0.3762 \end{bmatrix})</td>
<td>([K_{pj}] = \begin{bmatrix} 0.9997 &amp; 0.0669 &amp; 0.9999 &amp; -0.0135 \ 2.1129 &amp; 0.3546 &amp; 0.0135 &amp; 0.9763 \end{bmatrix})</td>
</tr>
<tr>
<td>4. (s_{11} = 100)</td>
<td>([K_p] = \begin{bmatrix} 5.5494 &amp; 0.2205 \ 7.0568 &amp; 0.6462 \end{bmatrix})</td>
<td>([K_{pj}] = \begin{bmatrix} 0.6774 &amp; 0.0440 &amp; 0.9986 &amp; -0.0535 \ 1.2996 &amp; 0.3914 &amp; 0.0535 &amp; 0.7988 \end{bmatrix})</td>
</tr>
</tbody>
</table>

Figure 3. Simulated time-history of error responses of residual phosphorus concentration in the Pig-subsystem under no control and optimal P control strategies at \(s_{11} = 1, 5, 10, \) and 100.

Figure 4. Simulated time-history of error responses of residual phosphorus concentration in the Pig-subsystem under no control and optimal PI control strategies at \(s_{11} = 1, 5, 10, \) and 100.
Figure 5. Simulated responses of residual phosphorus concentration in the Pig- and Corn-subsystems under no control and optimal PI control actions at $s_{11} = 1$, 10, and 100.

Table 5. Results of sensitivity analysis of optimal PI controller gains

<table>
<thead>
<tr>
<th>$s_{11}$</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
<th>$k_4$</th>
<th>$k_5$</th>
<th>$k_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.3189 (11597.15)*</td>
<td>0.9964 (16780.53)</td>
<td>0.2340 (16086.4)</td>
<td>0.0944 (17010.06)</td>
<td>0.0126 (1.12)</td>
<td>0.9442 (2.004)</td>
</tr>
<tr>
<td>10</td>
<td>0.9997 (3147.5)*</td>
<td>0.9999 (29023.7)</td>
<td>2.1129 (11009.67)</td>
<td>0.0135 (3147.5)</td>
<td>0.0689 (6.4)</td>
<td>0.3546 (0.094)</td>
</tr>
<tr>
<td>100</td>
<td>0.9763 (0.95)</td>
<td>-0.0135 (5.06)</td>
<td>0.3546 (0.094)</td>
<td>0.9763 (0.95)</td>
<td>0.0689 (6.4)</td>
<td>0.3546 (0.094)</td>
</tr>
</tbody>
</table>

* Magnitude of $[M_{ii}]$.

Figure 6. Simulated time-history of error responses of residual phosphorus concentration in the Pig-subsystem under no control and optimal PI control strategies subject to constant disturbances $w = 3.5$, 5.5, and 7.5 at $s_{11} = 1.0$.

5. Conclusions

This paper results from a collaborative project to investigate waste disposal management in agroecosystems from the viewpoint of control engineering. By considering one particular problem it shows that engineering methodology can be used to illuminate problems in managing waste disposal problem in agroecosystems. The chosen control problem was that of regulating a single waste to a specified equilibrium state perturbed by finite constant fluctuations. Economic and political factors were not explicitly considered. Extension of the work to include them could be a topic for further research.

The control engineering approach starts by specifying a mathematical model that describes essential features of available resource dynamics in agroecosystems. The model relates variables representing the amount of commodity ($q$) and residual concentration ($c$). The objective of managing waste disposal is modeled as a requirement to minimize a cost function in a form of a weighted sum of squared, normalized fluctuations in $q$ and $c$. The weighting coefficient $s_{ij}$ serves as a tuning parameter in the resulting control law.

Specific results from the engineering approach to this particular problem confirm that feedback control can be satisfactory in providing safe regulation of residual concentrations over a wide range of target values. Any attempt to sustain high effort in maximizing sustainable...
yields is liable to break stabilities of residual concentration dynamics in an agroecosystem. As a result a workable agroecosystem is threatened (or jeopardized) unless feedback control is implemented. More generally this paper has shown that the methodology of control engineering can provide a scientific framework for discussing problems of managing waste disposal in an agroecosystem. Both fields are concerned with control in the presence of uncertainty. Management of a toxic residual concentration may require that decisions be made in the presence of uncertainty. Feedback is indicated to guide such decisions. Control engineering provides established techniques for analysis, design, and implementation of practical feedback controllers.
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