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Abstract—A nearly cost-optimal winner-take-all (WTA) neural network derived from a constant-time sorting network is presented. The resultant WTA network has connection complexity \( O(n^{1/2}/s) \) where \( s \) is the depth of cascaded sorting networks. Application of the WTA to other problems such as nonbinary majority is also included.

Index Terms—Quadratic perceptron, sorting, winner-take-all, nonbinary majority, complexity.

I. INTRODUCTION

Winner-take-all (WTA) is an important operation in many neural network models [1], [2], [3] to identify the neuron with the maximum (or minimum) activation among a set of neurons. There are a number of neural networks proposed for this purpose. Some are recurrent, the output of a neuron feedbacks to itself and others. The recurrent networks [3], [4], [5], [6] with constant inhibitive weights converge in \( O(\log n) \) iterations and converge in \( O(n) \) time steps with variable weights [4]. The magnitude preserving recurrent MAX net converges in \( O(\log n) \) iterations for many commonly occurring distributions [5]. Another class of WTA nets uses feedforward networks [6], [7], [8]. One realization is a binary tree made up of two-input comparators [6], [7], which has \( \log n \) levels of circuit delay. The network in [8] implemented in MOS VLSI circuits has \( O(n) \) network complexity. This circuit demands the maximum input be larger than all the others by a significant amount for the winner to suppress the others to near zero.

In this paper, the perceptron networks with quadratic polynomials as their discriminant functions are used to solve the winner-take-all problems. The basic idea used in constructing a neural network to solve these problems is to express the solution in logic forms and then convert them into a set of discriminant functions. The resulting networks have low network complexity and short propagation delay, making them applicable as primitives of more complex computations.

The output function of a general perceptron can be described as

\[
\begin{align*}
\alpha & = \text{sgn}(a(X)) \\
\text{sgn} & = \text{a dichotomy function: } \text{sgn}(a) = 1 \text{ if } a > 0, \text{ if } a \leq 0; \text{ and } g, \text{ called a discriminant function, is an } r\text{-th order polynomial:}
\end{align*}
\]

\[
\begin{align*}
g(X) & = w_1f_1(X) + w_2f_2(X) + \ldots + w_nf_n(X) + w_0
\end{align*}
\]

where \( w_i \) are called weights and each product term \( f_i(X) \) is of the form:

\[
\begin{align*}
& x_{k_1}x_{k_2} \ldots x_{k_r}, \quad k_1, \ldots, k_r \in \{1, 2, \ldots, n\}
\end{align*}
\]

A linear perceptron has a discriminant function of order \( r = 1 \). A perceptron with \( r = 2 \) is called a quadratic perceptron whose discriminant is also called a gating activation function in [10] since the two variables in a product term can be seen as one gate the other. Especially, the quadratic perceptron presented below has the property that in each two-variable term, the weight of the product term is \( +1 \) and one variable is
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binary, the other is a real number, making possible the binary variable gating the flow of the other variable when they are implemented in VLSI circuits.

The WTA net is derived from a previously developed constant-time sorting network [11] of connection complexity $O(n^2)$. We first describe it in the next section. We then present the WTA net and illustrate a divide-and-conquer technique in this paper to reduce the network complexity to approximate its optimal solution, namely $O(n)$. Application of the WTA net to nonbinary majority is described in Section IV.

II. SORTING NETWORKS

Among all computational models studied over the past, sorting appears to be a vital operation included as a primitive in many computing tasks. Previous works on application of neural networks to sorting problems used Hopfield model and multilayer perceptrons for constant-time computing [12], [13], [14], [15]. The recurrent network [12] uses $O(n^2)$ neurons to compute a permutation matrix indicating an increasing sequence of $n$ positive numbers in two iterations. The networks [13], [14] of linear perceptrons whose weights' magnitudes are bounded by a polynomial in $n$ computes a sorted sequence in constant depth and polynomial network size. An improvement on the depth of such polynomial-size sorting networks has been made in [15]. Our approach uses quadratic perceptrons to exploit their expressive power in representing solutions of problems and ease of implementation.

An unordered sequence $X = \{x_1, x_2, ..., x_n\}$ of real numbers can be sorted into an ordered sequence $S = \{s_0, s_1, ..., s_n\}$ by first determining the ranks of the numbers and then outputting them according to their ranks [16]. The rank of number $x_i$ is the number of elements in $S$ preceding $x_i$. So it can be expressed as:

$$R(x_i) = \sum_{j=1}^{n} \text{sgn}_2(x_i - x_j) \quad (3)$$

The smallest number has rank 0, the second is of rank 1, and so on. This rank will lead to a sorted sequence in increasing order and is thus called an increasing rank. In the same way, one can define a decreasing rank to result in a decreasing sequence as follows.

$$R^\ast(x_i) = \sum_{j=1}^{n} \text{sgn}_2(x_j - x_i) \quad (4)$$

The above rank function results in a two-layer network: the first layer is a set of $n$ linear perceptrons each of which has only two inputs; the second layer performs linear sums of the comparison results. The perceptrons in the second layer are those without the dichotomy function and thus their outputs can be immediately directed to the next layer.

The next step is to output the number with rank $k$ to the correct position. A direct translation of this operation into a logic expression takes the form:

$$s_k = \sum_{i=1}^{n} \text{EQ}(0 = R(x_i))x_i \quad (5)$$

where $\text{EQ}(s = t)$ is a predicate, $\text{EQ} = 1$ if $s = t$, and $\text{EQ} = 0$ if $s \neq t$.

The expression is further converted into a form implementable by quadratic perceptrons using a technique similar to those in [13], [14]:

$$s_k = \sum_{i=1}^{n} \text{sgn}_2(k + 1 - R(x_i)) + \text{sgn}_2(R(x_i) - k + 1 - 1)x_i \quad (6)$$

It can be seen that the expression in the square brackets is 1 if $k - 1 < R(x_i) < k + 1$ and 0 if $R(x_i) \geq k + 1$ or $R(x_i) \leq k - 1$, exactly meets the requirement of the predicate $\text{EQ}$. The resulting sorting network is shown in Fig. 1.

![Fig. 1. The sorting network, where circles denote linear perceptrons and triangles denote direct sums of input signals without going through dichotomy functions. This figure shows the part that computes the $k$th element in the sorted sequences.](image)

In parallel computing, an algorithm is often evaluated by a cost function defined as the product of hardware complexity and time complexity. For the sorting problem, there are $n!$ possible permutations of $n$ inputs and $\log(n!)$ (i.e. of order $n \log n$) bits are needed to distinguish among them. In the worst case, any algorithm requires on the order of $n \log n$ steps at least to recognize a particular output. Thus the optimal cost for sorting is $O(n \log n)$ [16]. The above sorting network contains $n$ rank functions, each has $O(n)$ connections, and $n$ outputs, each also has $O(n)$ connections. The connection complexity is $O(n^2)$ but the computation time is a constant function of input size. Thus its cost is $O(n)$. Although it is not cost optimal, it has a simple structure for implementation.

III. WINNER-TAKE-ALL NETWORKS

With the idea of the above sorting network, winner-take-all problems can be solved accordingly. We consider the problem in two versions: MIN, select the minimum; MAX, the maximum.

The MIN network can be derived from choosing the increasing rank defined in (3) and the first output $s_0$ of the sorting network. If the index instead of the value is needed, can be modified to output the index of the minimum number:

$$\text{MIN} = s_0 = \sum_{i=1}^{n} \text{EQ}(0 = R(x_i))$$

(7)

The index can be coded in such a way that if there are more than one number whose rank is zero, the output $s_0$ in (7) still indicates which one contains the minimum. For example, we can use one-out-of-$n$ code and interpret each index in binary number, which is equivalent to replacing $i$ in (7) with $2^i$. So any two numbers added together will lead to another distinct number.

Note if there are at least two equal maxima in the unordered sequence $X$, there will be no number whose rank is $n - 1$, as is defined in (3). Thus to obtain the MAX network, we have to choose the decreasing rank in (4) and the first output $s_0$.

The optimal solution for the selection problem is of cost $O(n)$ [16]. The above winner-take-all network requires constant-time computation and $O(n^2)$ connection complexity. The network complexity
can be reduced to approximate the optimal solution by use of a \textit{divide-and-conquer} method. The idea is to divide the $n$ elements into $n^{1/3}$ groups, each of which has $n'$ elements, as is shown in Fig. 2. Each group selects its minimum with a MIN network of complexity provisionally $O(n'y)$. Since there are $n^{1/3}$ groups, the connection complexity is reduced to approximate the optimal solution by use of a divide-and-conquer method. The value that makes them minimum when $y = 2$ is at $x = 1/3$, so the total network complexity is $O(n^{4/3})$.

The newly obtained WTA net can be recursively applied in Fig. 2 to yield a multi-stage WTA net of lower complexity. After the $i$th application, the network has $2^i$ stages, the partition factor

$$x = \frac{1}{2^{2^{i-1}} + 1}$$  \hspace{2cm} (8)

and the connection complexity of order

$$y = \frac{2^{2^i}}{2^{2^i} - 1}$$  \hspace{2cm} (9)

The above order approaches to 1 in an exponential rate, which is faster than the rate of the propagation delay due to the growth of the stages.

IV. NON-BINARY MAJORITY

Binary majority operation is a linearly separable problem and can be trivially solved by a linear perceptron by summing all its inputs [17]. However, the solution for the majority of nonbinary inputs is not so obvious without the help of the above idea of expressing solutions representable by perceptrons. The majority of $m$ candidates cast by $n$ voters is computed by a network which first counts the number of votes for each candidate and then feeds these numbers to the MAX network. The votes for candidate $i$ are denoted as $V_i$, for $i = 1, 2, ..., m$, and

$$V_i = \sum_{j=1}^{n} \text{EQ}(x_j = i) = \sum_{j=1}^{n} \text{sgn}(i + 1 - x_j) + \text{sgn}(x_j - i + 1) - 1$$  \hspace{2cm} (10)

The set of numbers $\{V_1, V_2, ..., V_m\}$ is then fed to the MAX network to result in a correct output. The constant-time majority network, of complexity approximately $O(nm)$, can be applied to decode those majority-decodable codes of nonbinary case [18], for example.

V. CONCLUSION

We have presented efficient neural network solutions to sorting, winner-take-all, and nonbinary majority problems which are important primitives for neural networks themselves and other computation models. The main ideas used is to convert the solution, expressed in logic form, into a set of discriminant functions of the perceptrons. This is a quite systematic method to construct neural networks in solving problems since it is about the same level of complexity as writing an algorithm. Application of this approach to other problem such as decoding error-correcting codes has been presented in [19].

Extension of the above result to a k-winner network is directly. A k-winner-take-all operation is to identify $k$ neurons with larger activation values among $n$ neurons [20], [21]. It can be performed by choosing the first $k$ outputs of the sorting network. The resultant constant-time k-winner network requires the $n$ inputs be distinct because equal inputs, having the same rank, are passed to the same outputs, leaving some $s_k$ void.
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I. INTRODUCTION

An $N \times N$ Multistage Interconnection Network (MIN) provides connections between $N$ sources and $N$ destinations. The class of Multistage Cube-Type Networks (MCTNs) refers to those MINS which are topologically equivalent to the Generalized Cube, including Omega, Baseline, Indirect Cube, and Regular SW with $N = 2^k$ [3]. Because of the equivalence, this paper studies Omega networks only, and the results will be applicable to any MCTNs. An $N \times N$ ($N = 2^k$) Omega network [12] is implemented by $n = \log_2 N$ stages of $2 \times 2$ switching elements (SEs). We assume:

1) The stages are numbered 0 through $n-1$ from left to right.
2) The $N$ inputs to (and outputs from) each stage are addressed 0 through $n-1$, top to bottom, in binary, $p_0 p_1 \ldots p_{n-2} p_{n-1}$.
3) The SEs at each stage are labeled 0 through $(N/2) - 1$, top to bottom, in binary.
4) The perfect shuffle [13] is used to connect two adjacent stages.

That is, the output $p_0 \ldots p_{n-2} p_{n-1}$ from stage $i$ is connected to the input $p_i \ldots p_{n-2} p_{n-1}$ of stage $i + 1$ ($0 \leq i \leq n - 2$). The $N$ source inputs are also shuffled before connecting to stage 0.

Given a source $S = s_0 \ldots s_{n-2} s_{n-1}$ and a destination $D = d_0 \ldots d_{n-2} d_{n-1}$, there is a unique path from $S$ to $D$. The sequence $s_0 \ldots s_{n-2} s_{n-1} d_0 \ldots d_{n-2} d_{n-1}$ (denoted by $[S, D]$) is called the transition sequence of this path, because the exit address taken by this path at stage $i$ is exactly equal to the binary number, $s_i \ldots s_{n-2} s_{n-1} d_0 \ldots d_i$, of consecutive $n$ bits in this transition sequence starting from $s_{n-1}$. The SE at stage $i$ which meets the path has the label $s_i \ldots s_{n-2} s_{n-1} d_0 \ldots d_i$, i.e., the bit-wise exclusive-or (operation), i.e., $s_i \oplus d_i$. If $s_i \oplus d_i = 0$, this SE is set to through; otherwise, it is set to cross.

Two such paths will conflict if and only if they meet at a common exit port of some SE (Fig. 1). Thus, the path from $S$ to $D$ conflicts with the path from $S'$ to $D'$ if and only if

$$s_{i+1} \ldots s_{n-2} s_{n-1} d_{i+1} \ldots d_i = s'_{i+1} \ldots s'_{n-2} s'_{n-1} d'_{i+1} \ldots d'_i$$

for some $i$.

An $N$-permutation defines $N$ paths by specifying a distinct destination for each of the $N$ sources. A permutation $\pi$ is said to be admissible to an MCTN if $N$ conflict-free paths, one for each input-output pair, can be established simultaneously. The identity permutation, which maps each source $S$ to the destination with the same address $D = S$, is obviously admissible. Moreover, because $S \oplus D = 0$, every SE is set to through for the identity permutation.

Because there are only $N^{N/2}$ admissible permutations among $N!$ possible permutations, determining the admissibility of a permutation to an MCTN is an important problem in optimally supporting application needs. In 1990, Haia and Chen summarized previous $O(N\log N)$ algorithms [6], [7], [8] in their paper [13]. In addition, they introduced an $O(N)$ algorithm in the same paper. However, this complexity is not correct. A detailed analysis of this algorithm will be given in Section IV of this paper.

Given a permutation $\pi$, if we list all transition sequences, one for each pair $(k, \pi(k))$ ($0 \leq k \leq N - 1$), then we obtain an $N \times 2N$ matrix

$$T[0 \ldots n + i - 1]$$

called transition matrix. We define a window as a collection of $n$ consecutive columns in $T$. Thus, window $W_i = T[i \ldots n + i - 1]$ ($0 \leq i \leq n$). Obviously, permutation $\pi$ is admissible if and only if the $N$ rows (i.e., $n$-bit numbers) in any window $W_i$ are distinct. As an example, Fig. 2 shows all windows of the follow-