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Abstract—Recently the reduced support vector machine (R SVM) was proposed as an alternate of the standard SVM. Motivated by resolving the difficulty on handling large data sets using SVM with nonlinear kernels, it preselects a subset of data as support vectors and solves a smaller optimization problem. However, several issues of its practical use have not been fully discussed yet. For example, we do not know if it possesses comparable generalized ability as the standard SVM. In addition, we would like to see how large problems R SVM outperforms SVM on training time. In this paper we show that the RSVM formulation is already in a form of linear SVM and discuss four RSVM implementations. Experiments indicate that in general the test accuracy of RSVM is a little lower than that of the standard SVM. In addition, for problems with up to tens of thousands of data, if the percentage of support vectors is not high, existing implementations for SVM is quite competitive on the training time. Thus, from this empirical study, RSVM will be mainly useful for either larger problems or those with many support vectors. Experiments in this paper also serve as comparisons of 1) different implementations for linear SVM and 2) standard SVM using linear and quadratic cost functions.

I. INTRODUCTION

We consider the support vector machine (SVM) with a quadratic cost function [25]: Given a training set of instance-label pairs \((x_i, y_i), i = 1, \ldots, l\) where \(x_i \in \mathbb{R}^m\) and \(y_i \in \{-1, 1\}\), the support vector technique solves the following optimization problem:

\[
\min_{w, b, \xi} \frac{1}{2} w^T w + C \left( \sum_{i=1}^{l} \xi_i^+ \right)
\]

subject to \(y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i^+ \).

(1)

Since \(\phi(x)\) maps \(x\) into a higher (maybe infinite) dimensional space, practically we solve its dual, a quadratic programming problem with the number of variables equal to \(l\):

\[
\min_{\alpha} \frac{1}{2} \alpha^T \left( Q + \frac{I}{2C} \right) \alpha - e^T \alpha
\]

subject to \(y^T \alpha = 0, \quad 0 \leq \alpha_i, \quad i = 1, \ldots, l\).

(2)

where \(e\) is the vector of all ones, \(Q\) is an \(l\) by \(l\) positive semi-definite matrix, \(Q_{ij} \equiv y_i y_j K(x_i, x_j)\), and \(K(x_i, x_j) \equiv \phi(x_i)^T \phi(x_j)\) is the kernel function.

For large-scale problems, the difficulty of solving (2) results from the fully dense matrix \((Q + (1/2C))\), which cannot be saved in the main memory. Thus, traditional optimization algorithms like Newton or Quasi-Newton cannot be directly used. Currently one major method is the decomposition method (for example, [8], [18], [20]) which solves a sequence of smaller sized problems so the memory difficulty is avoided. However, for huge problems with many support vectors, the decomposition method still suffers from slow convergence. On the other hand, if the linear kernel \((i.e. K(x_i, x_j) = x_i^T x_j)\) is used, \(Q\) is directly the product of a rectangular matrix and its transpose so we can exploit more possibilities to design efficient algorithms. Thus, here we mainly consider the more difficult case by using nonlinear kernels.

Recently [10] proposed to restrict the number of support vectors by solving the reduced support vector machines (RSVM). The main characteristic of this method is to reduce the matrix \(Q\) from \(l \times l\) to \(l \times m\), where \(m\) is the size of a randomly selected subset of training data considered as candidates of support vectors. The smaller matrix can be stored in memory, so optimization algorithms such as Newton method can be applied. RSVM is different from directly solving smaller SVM problems with a subset of training data because the \(l\) constraints in the primal problem (1) are still kept during the optimization process. In [10], the authors showed the performance (testing accuracy) is as good as the regular SVM. As RSVM essentially uses less information than the regular SVM, we feel there is a need to conduct some serious comparisons. This is the first aim of the paper. Our experiments show that in general the testing accuracy of RSVM is a little lower than SVM.

Moreover, as the training efficiency is the main motivation of RSVM, we would like to discuss its different implementations, and compare their training time with the regular SVM. In addition, we investigate for how large problems, RSVM becomes an efficient alternative of SVM. Results show that for problems with up to tens of thousands of data, if the percentage of support vectors is not high, existing implementations for SVM are quite competitive on the training time. Thus, from this empirical study, RSVM will be mainly useful for either larger problems or those with many support vectors. We note that results here are mainly empirical and we do not conduct further theoretical analysis about the generalization error.

This paper is organized as follows. In Section II, we outline the key modifications from standard SVM to RSVM. In Section III, we detail the smooth SVM (SSVM) method used in [11], and apply three more techniques, the least square SVM (LS-SVM) [23], the Lagrangian SVM (LSVM) [15], and the decomposition method to solve the RSVM problem. Issues related to practical implementations such as stopping criteria and approaches for solving multiclass problems are in Section IV.
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Numerical experiments are in Section V which present that the accuracy of RSVM is usually lower than that of SVM. We also discuss that different techniques for solving RSVM have some minor differences on the accuracy, but using LS-SVM method is the fastest on training. In Section VII, there is an attempt to make modifications on the original RSVM formulation. Finally we have some discussions and conclusions in Section VIII.

II. REDUCED SUPPORT VECTOR MACHINE FORMULATION

Here, we outline the key modifications from standard SVM to RSVM in [10]. They start from adding an additional term $b^2/2$ to the objective function of (1)

$$\min_{w,b,k} \frac{1}{2}(w^Tw + b^2) + C \left( \sum_{i=1}^{l} \xi_i^2 \right)$$

subject to $y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i$. (3)

Its dual form becomes a simpler bound-constrained problem

$$\min_{\alpha} \frac{1}{2} \alpha^T \left( Q + \frac{I}{2C} + y^Ty \right) \alpha - c^T \alpha$$

subject to $0 \leq \alpha_i$, $i = 1, \ldots, l$. (4)

The approach of adding $b^2/2$ and then obtaining a bounded dual was proposed in [4] and [14]. This is equivalent to adding a constant feature to the training data and finding a separating hyperplane passing through the origin. Numerical experiments in [7] show that the accuracy does not vary much when $b^2/2$ is added.

It is known that, at the optimal solution, $w$ is a linear combination of training data:

$$w = \sum_{i=1}^{l} y_i \alpha_i \phi(x_i).$$

(6)

If we substitute $w$ into (3), using

$$y_i w^T \phi(x_i) = \sum_{j=1}^{l} y_i y_j \alpha_j \phi(x_j)T \phi(x_i)$$

$$= \sum_{j=1}^{l} \alpha_j \phi(x_j) = (Q\alpha)_i,$$

(7)

$$w^T w = \sum_{i=1}^{l} y_i \alpha_i \phi(x_i)T \phi(x_i)$$

$$= \sum_{i=1}^{l} \alpha_i = (Q\alpha)_i = \alpha^T Q \alpha$$

we obtain a new optimization problem

$$\min_{\alpha,b,k} \frac{1}{2} (\alpha^T Q \alpha + b^2) + C \left( \sum_{i=1}^{l} \xi_i^2 \right)$$

subject to $Q\alpha + by \geq e - \xi$. (5)

Though (9) is different from (5), the dual problem, we can show that for any optimal $\alpha$ of (9), the corresponding $w$ defined by (6) is also an optimal solution of (3), so we can solve (9) instead of (5). We put the details in Appendix A. The reformulation of (3) to (9) was first used in [19].

The idea of RSVM is to reduce the number of support vectors. It is achieved by randomly selecting a subset of $m$ samples for constructing $w$

$$w = \sum_{i \in R} y_i \alpha_i \phi(x_i)$$

(10)

where $R$ contains indices of this subset. By substituting (10) into (4), we can get a similar problem as (9), with the number of major variables (i.e. $\alpha$) reduced to $m$:

$$\min_{\alpha,b,k} \frac{1}{2} (\alpha^T Q_{RR} \alpha + b^2) + C \left( \sum_{i=1}^{l} \xi_i^2 \right)$$

subject to $Q_{RR} \alpha + by \geq e - \xi$. (11)

where $R$ is the collection of all $\alpha_i$, $i \in R$. Note that now $m$ is the size of $R$. We use $Q_{RR}$ to represent the submatrix of columns corresponding to $R$. Thus, there are still $l$ constraints. Following the generalized SVM by Mangasarian [10], [13] simplified the term $(1/2)\alpha^T Q_{RR} \alpha$ to $(1/2)\alpha^T \tilde{\alpha}$ so RSVM solves

$$\min_{\alpha,b,k} \frac{1}{2} (\tilde{\alpha}^T \tilde{\alpha} + b^2) + C \left( \sum_{i=1}^{l} \xi_i^2 \right)$$

subject to $Q_{RR} \alpha + by \geq e - \xi$. (12)

Later on we will address more about this simplification. Note that throughout the discussion we omit writing the constraint $\xi_i \geq 0$ as it is always satisfied at the optimal solution.

The idea of using (10) is similar to the Radial Basis Function (RBF) networks [17] which either select a subset of training data or generate some “centers” in order to construct a decision function. The RBF networks directly start from a form similar to (10) and the regularization term used is $\tilde{\alpha}^T \tilde{\alpha}/2$. If the inequality (12) is replaced by an equality, (12) is in a form of the RBF networks. There are already comparisons between SVM and RBF networks. For example, [22] shows that SVM performs better than the RBF networks use less information. Therefore, we are curious whether similar scenarios apply to SVM and RSVM, which will be one of the main aims of this paper.

III. DIFFERENT IMPLEMENTATIONS FOR RSVM

In [10], the authors solved RSVM by SSVM, which basically approximates the original problem by an unconstrained one. However, we observe that (12) is already in the primal form of the original linear SVM. Therefore, existing methods which focus on solving linear SVM can be applied here. To see this, suppose $R$ contains indices $\{j_1, \ldots, j_m\}$, in the following we point out the relation between (3) and (12):

$$\begin{array}{c|c|c|c}
\text{SVM} & \text{RSVM} \\
\hline
n & m \\
\hline
w & \tilde{\alpha} \\
\hline
x_i & \left[ y_i Q_{i,j_1}, \ldots, y_i Q_{i,j_m} \right]^T \\
\hline
\end{array}$$

Therefore, if we consider $[y_i Q_{i,j_1}, \ldots, y_i Q_{i,j_m}]^T$, $i = 1, \ldots, l$ as the training data, then the number of attributes is $m$ and $(\tilde{\alpha}, b)$ are coefficients of the separating hyperplane. In other words,
it is like that we are training a linear SVM with \( I \) data. For linear SVM the number of features is usually much smaller than the number of data so there are methods which take this property. However, for nonlinear SVM where the dimensionality of the feature space is large, such methods may not be applicable. Thus, usually the dual problem is considered instead. Now we choose \( m \ll I \) so we are safe to apply methods which were originally mainly suitable for linear SVM.

In Section III-A we will discuss the SSVM originally used in [10] while in Sections III-B–III-D, we consider three methods which were suitable for linear SVM: Least Square SVM (LS-SVM) [23], Lagrangian SVM (LSVM) [15], and the decomposition method for linear SVM.

Before describing different implementations, for the sake of convenience, with the following substitution:

\[
\tilde{Q} = [Q_{:,R} \ y], \quad \tilde{\alpha} = \begin{bmatrix} \alpha^T \\ b \end{bmatrix}
\]

we consider a simpler form

\[
\min_{\tilde{\alpha}, \xi} \quad \frac{1}{2} \tilde{\alpha}^T \tilde{\alpha} + C \left( \sum_{i=1}^{I} \xi_i^2 \right) \\
\text{subject to} \quad \tilde{Q} \tilde{\alpha} \geq e - \xi,
\]

(13)

A. Using SSVM

By defining \((\cdot)_+ \equiv \max(\cdot, 0)\) and applying the property that whenever \( \xi_i > 0 \), the \( i \)th constraint (13) must be active, the constrained problem (13) can be transformed to the unconstrained one

\[
\min_{\tilde{\alpha}} \quad \frac{1}{2} \tilde{\alpha}^T \tilde{\alpha} + C \left( \sum_{i=1}^{I} (e - \tilde{Q} \tilde{\alpha})_i^2 \right).
\]

(14)

If the objective function is differentiable (or twice differentiable), we can use general methods (for example, Newton method, quasi-Newton method, etc.) to find an optimal solution. Unfortunately \((e - \tilde{Q} \tilde{\alpha})_+\) is not differentiable so SSVM approximates the function \((b)_+\) by

\[
P_\beta(t) = t + \beta^{-1} \log(1 + \exp(-\beta t))
\]

where \( \beta \) is called the smoothing parameter. When \( \beta \) approaches to infinity, \( P_\beta(t) \) converges to \((t)_+\).

We observe that if \( C \) is large, sometimes huge objective values of (14) may cause numerical difficulties. For example, if a method for solving (14) uses the absolute difference on objective values of two successive iterations as the stopping criterion, the large objective values may cause very long iterations before reaching a specified tolerance. Hence, we divide the objective function by \( C \)

\[
\min_{\tilde{\alpha}} \quad f(\tilde{\alpha}) = \frac{1}{2C} \tilde{\alpha}^T \tilde{\alpha} + \sum_{i=1}^{I} P_\beta(e - \tilde{Q} \tilde{\alpha})_i^2.
\]

(15)

We solve (15) by a Newton’s method implemented in the software TRON [12], which uses both the information of the first derivative (gradient) and the second derivative (Hessian).

While [10] did not give the explicit form of the gradient and the Hessian, we list them here as a reference. By defining

\[
v \equiv \exp(-\beta(e - \tilde{Q} \tilde{\alpha}))
\]

then

\[
\nabla f(\tilde{\alpha}) = -2\tilde{Q}^T \left( \text{diag}(P_\beta(e - \tilde{Q} \tilde{\alpha})) \text{diag}(e+v)^{-1} \right) e
\]

\[
+ \frac{1}{C} \tilde{\alpha} \quad \text{and}
\]

\[
\nabla^2 f(\tilde{\alpha}) = 2\tilde{Q}^T \left( \text{diag}(e+v)^{-2} \right) (I + \beta \text{diag}(v) \text{diag}(P_\beta(e - \tilde{Q} \tilde{\alpha}))) \tilde{Q} + \frac{I}{C}
\]

(16)

(17)

where \( \text{diag}(v) \) is a diagonal matrix with elements of \( v \) on the diagonal. Details on deriving them can be found in Appendix A.

TRON was originally designed for large sparse problems. Now the Hessian is dense so we use the modification in [7] to solve (15). As a Newton’s method is used, TRON possesses the property of quadratic convergence.

**Time complexity analysis:** Now the Hessian is \( m \) by \( m \) so the Newton’s method takes \( O(m^3) \) operations in each iteration for inverting or factorizing the Hessian. However, in order to obtain the Hessian, in (17), we need more operations: \( O(|m|^2) \). Hence \( O(|m|^2) \) is the complexity of each iteration.

B. Using Least-Square SVM

Least-square SVM (LS-SVM), first introduced in [23], can solve linear SVM efficiently. It changes the inequality constraints to equalities, and solve the resulting linear system. Taking (3) as an example, they change the primal inequalities (4) to

\[
y_i(t^T \phi(x_i) + b) = 1 - \xi_i
\]

and remove constraints \( \xi_i \geq 0 \). Thus, substituting \( \xi \) into the objective function we get an unconstrained problem:

\[
\min_{w,b} \quad \frac{1}{2} (w^T w + b^2) + C \left( \sum_{i=1}^{I} (1 - y_i (w^T \phi(x_i) + b))^2 \right).
\]

(18)

Of course, changing inequalities into equalities may affect the meaning of separating hyperplanes though this is not the topic we would like to discuss here.

For linear SVM (i.e. \( x_i \) instead of \( \phi(x_i) \) is used), we can solve (18) directly by a linear system of \( (n + 1) \) variables where \( n \) is the number of attributes as well as the length of \( w \). For nonlinear SVM where \( n \gg I \), we must substitute \( w = \sum_i y_i \alpha_i \phi(x_i) \) into (18) and solve a linear system with variables \( \alpha \) and \( b \). Thus, when \( I \) is large, the same problem of conventional SVM formulations occurs: the \( I \times I \) matrix cannot be placed in the main memory, so it is not easy to solve a large dense linear system. As a result, LS-SVM so far is more suitable for linear SVM problems.

Following the same procedure, here we change the inequality (13) to an equality:

\[
\tilde{Q} \tilde{\alpha} = e - \xi
\]

(19)
and substitute $\xi$ into (13). Similar to the case of SSVM, we divide the objective function by $C$ and get an unconstrained problem where $\tilde{\alpha}$ is the only variable

$$\min_{\tilde{\alpha}} f(\tilde{\alpha}) = \frac{1}{2C} \tilde{\alpha}^T \tilde{\alpha} + \sum_{i=1}^{l} (e - \tilde{Q} \tilde{\alpha})_+^2. \quad (20)$$

With

$$f(\tilde{\alpha}) = \frac{1}{2C} \tilde{\alpha}^T \tilde{\alpha} + \tilde{\alpha}^T (\tilde{Q}^T \tilde{Q}) \tilde{\alpha} - 2e^T \tilde{Q} \tilde{\alpha} + e^T e$$

we minimize $f$ by finding the solution of $(\partial f / \partial \tilde{\alpha}_i) = 0$, $i = 1, \ldots, m$

$$\frac{1}{C} \tilde{\alpha} + 2\tilde{Q}^T \tilde{Q} \tilde{\alpha} - 2\tilde{Q}^T e = 0,$$

$$\left(\tilde{Q}^T \tilde{Q} + \frac{I}{2C}\right) \tilde{\alpha} = \tilde{Q}^T e \quad (21)$$

a positive definite linear system of size $m$. As $m \ll l$, (21) is small enough. Thus, we can use direct methods such as Gaussian elimination or Cholesky factorization to efficiently solve it.

**Time complexity analysis:** The cost of Gaussian elimination, $O(m^3)$, is less than that for computing the matrix multiplication $\tilde{Q}^T \tilde{Q}$ which costs $O(lm^2)$. Hence the total time complexity is $O(lm^2)$.

**C. Using Lagrangian SVM**

Here, we discuss Lagrangian SVM (LSVM) [15], another technique to solve SVM problems. LSVM is an iterative algorithm which solves the dual form (5). Define $H \equiv Q + (I/2C) + yy^T$. Then the Karush–Kuhn–Tucker (KKT) optimality conditions of (5) are

$$H \alpha - e \geq 0, \quad \alpha \geq 0$$

$$\left(\alpha - e\right)^T \alpha = 0.$$ 

Again, we denote max $(\cdot, 0)$ by $(\cdot)_+$. The authors of [15] used the following identity between any two vector $a$ and $b$:

$$a \geq 0, \quad b \geq 0, \quad a^T b = 0 \Leftrightarrow a = (a - \beta b)_+, \quad \forall \beta > 0 \quad (22)$$

so the optimality conditions are equivalent to

$$H \alpha - e = \left(H \alpha - e - \beta \alpha\right)_+, \quad \forall \beta > 0.$$ 

Thus, an optimal $\alpha$ is a solution of the fixed-point equation and they applied the following iterative scheme:

$$\alpha^{k+1} = H^{-1} \left( e + \left( (H \alpha^k - e - \beta \alpha^k) \right)_+ \right). \quad (23)$$

[15] showed that LSVM algorithm is linearly convergent if $\beta$ is chosen so that

$$0 < \beta < \frac{2}{C}. \quad (24)$$

Though in each iteration, we must invert the $l \times l$ dense matrix $H$, for linear SVM’s, the Sherman–Morrison–Woodbury (SMW) identity can be used. But it cannot be applied to nonlinear kernels where the input vectors are mapped into high (maybe infinite) dimensional spaces. Thus, LSVM method so far is not practical for large-scale problems using nonlinear kernels. An earlier comparison with LIBSVM, a decomposition method for standard SVM, is in [5], which shows that LSVM is slower when using nonlinear kernels.

We have mentioned earlier that RSVM is equivalent to a linear SVM problem, so the Lagrangian SVM algorithm can be used here. First, we write down the dual form of (13)

$$\min_{\tilde{\alpha}} \frac{1}{2} \tilde{\alpha}^T \left( \tilde{Q}^T \tilde{Q} + \frac{I}{2C} \right) \tilde{\alpha} - e^T \tilde{\alpha}$$

subject to $\tilde{\alpha}_i \geq 0, \quad i = 1, \ldots, l. \quad (25)$

Let

$$H \equiv \left( \tilde{Q}^T \tilde{Q} + \frac{I}{2C} \right).$$

Lagrangian SVM solves

$$\alpha^{k+1} = H^{-1} \left( e + \left( (H \alpha^k - e - \beta \alpha^k) \right)_+ \right) \Rightarrow H^{-1} \left( e + \left( \left( \tilde{Q}^T \tilde{Q} + \frac{I}{2C} - \beta I \right) \tilde{\alpha}^k - e \right)_+ \right).$$ 

Here, $H^{-1}$ is calculated using the SMW identity

$$H^{-1} = \left( \frac{I}{2C} + \tilde{Q}^T \tilde{Q} \right)^{-1} = 2C \left( I - \tilde{Q} \left( \frac{I}{2C} + \tilde{Q}^T \tilde{Q} \right)^{-1} \tilde{Q}^T \right).$$

In order to get $\tilde{\alpha}$, now the primal variable, we apply the relationship (6):

$$\tilde{\alpha} = \tilde{Q}^T \tilde{\alpha}.$$ 

**Time complexity analysis:** The generation and then inversion of the $m \times m$ matrix $(\frac{I}{2C} + \tilde{Q}^T \tilde{Q})$ costs $O(lm^2)$, where the main task is the matrix multiplication. This can be done before all iterations. Then in each iteration, the main cost is several matrix-vector multiplications which costs $O(lm)$ operations. So the total time complexity is $(\# \text{iterations}) \times O(lm^2) + O(lm^2)$. Compared with SSVM, LSVM method seems need more iterations since it guarantees only linear convergence.

**D. Using Decomposition Methods for Linear SVM**

Originally the decomposition method [8], [18], [20] was proposed to handle the nonlinear SVM whose kernel matrix is fully dense and cannot be stored. It is an iterative process where in each iteration the index set of variables is separated to two sets $B$ and $N$, where $B$ is the working set. Then in that iteration variables corresponding to $N$ are fixed while a subproblem on variables corresponding to $B$ is minimized.

If $q \ll l$ is the size of the working set $B$ and further techniques such as caching and shrinking are not used, in each iteration $q$ columns of the kernel matrix are used for calculating $Q \Delta \alpha$, where $Q$ is the kernel matrix and $\Delta \alpha$ is a vector with at most $q$ nonzero modifications in one iteration. Therefore, the total complexity is

$$\# \text{iterations} \times O(lqn)$$

where $n$ is the number of attributes and we assume each kernel evaluation costs $O(n)$. However, for linear SVM, $Q$ is in a form
of $XX^T$ and $X$, an $I \times n$ matrix, contains all $I$ training data. Thus
\[ Q\Delta \alpha = X(XX^T \Delta \alpha) \tag{26} \]
costs only $O(nq) + O(ln) = O(ln)$ operations.

Therefore, for large problems where caching recently used $Q_{ij}$ is not very useful, in each iteration, using (26) can be $q$ times faster than the regular decomposition method. This trick has been implemented in, for example, $SV$Mlight [8] and BSVM (version 2.03 and later) [7]. Of course the selection of $q$ becomes an issue. It should be larger than the one used for nonlinear SVM but also cannot be too large. Otherwise solving the subproblem which has $q$ variables may cost more than $O(ln)$ for (26).

For RSVM, since $m \ll I$, we consider RSVM as a linear SVM and apply a decomposition method to solve its dual. However, we consider the formulation with linear cost function $C \sum_{i=1}^{I} \xi_i$ so instead of (25), the dual problem is
\[
\min_{\alpha} \quad \frac{1}{2} \alpha^T \tilde{Q} \tilde{Q}^T \alpha - e^T \alpha \\
\text{subject to} \quad 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, I. \tag{27}
\]
The reason is that we will use the software BSVM which solves (27) but not (25).

In the following, we summarize the time complexity of the four approaches discussed earlier, see the table at the bottom of page.

IV. IMPLEMENTATION ISSUES

A. Stopping Criteria

In order to compare the performance of different methods, we should use comparable stopping criteria for them. However, so many differences among these methods prohibit us from finding precisely equivalent stopping criteria for all methods. Still, we try to use reasonable criteria which will be described below in detail.

In the next section we will use LIBSVM as the representative for solving the regular nonlinear SVM so we first explain its stopping criterion. LIBSVM is a decomposition method which solves the dual form of the standard SVM with a linear cost function:
\[
\min_{\alpha} \quad f(\alpha) = \frac{1}{2} \alpha^T Q \alpha - e^T \alpha \\
\text{subject to} \quad y^T \alpha = 0, \quad 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, I. \tag{28}
\]

It is shown in [3] that if $C > 0$, the KKT condition of (28) is equivalent to
\[
\begin{align*}
\alpha(\varepsilon) & = \max \left( \min_{\alpha_i \leq C y_i = 1} - \nabla f(\alpha)\right)_{\alpha_i \geq \alpha_i > 0 y_i = -1} \\
& \leq \min \left( \min_{\alpha_i < C y_i = 1} - \nabla f(\alpha)\right)_{\alpha_i > 0 y_i = -1} \quad \min_{\alpha_i > 0 y_i = -1} - \nabla f(\alpha)\right) \\
& = M(\alpha) + \varepsilon \tag{29}
\end{align*}
\]

For practical implementations, a stopping tolerance $\varepsilon$ is set, and the stopping criterion can be
\[
\begin{align*}
m(\alpha) & \leq M(\alpha) + \varepsilon \tag{30}
\end{align*}
\]
where we choose $\varepsilon = 0.001$.

To check the performance of using linear and quadratic cost functions, we also modify LIBSVM to solve (2). It is easy to see that a similar stopping criterion can be used. Another decomposition software BSVM is used for solving RSVM as described in Section III-D. It also has a similar stopping criterion.

The LSVM method, another implementation for RSVM, solves problems in the dual form (25), hence a stopping criteria can be similar. Now
\[
\nabla f(\hat{\alpha}) = \left( \tilde{Q} \tilde{Q}^T + \frac{I}{2C} \right) \hat{\alpha} - e.
\]
The KKT condition of (25) shows that if
\[
\min_{\hat{\alpha}} \nabla f(\hat{\alpha}) \geq \max_{\hat{\alpha_i} > 0} \nabla f(\hat{\alpha}) \geq 0, \quad \forall i
\]
then $\hat{\alpha}$ is an optimal solution. Note that during LSVM iterations, the $\hat{\alpha}_i \geq 0$ constraints are not maintained. Thus, we consider a stopping criterion as follows:
\[
\max_{\hat{\alpha}_i > 0} \nabla f(\hat{\alpha}) \leq \min \nabla f(\hat{\alpha}) + \varepsilon \quad \text{and} \quad \hat{\alpha}_i \geq - \frac{\varepsilon}{100}, \quad \forall i.
\tag{31}
\]
We also set $\varepsilon = 0.001$ here.

For the SSVM, we simply employ the original stopping criterion of TRON:
\[
\| \nabla f(\hat{\alpha}^k) \|_2 \leq \varepsilon \| \nabla f(\hat{\alpha}^0) \|_2 \tag{32}
\]
where $f(\hat{\alpha})$ is defined in (15), $\hat{\alpha}^0$ is the initial solution, and $\varepsilon = 10^{-5}$.

Note, that for LS-SVM implementation, we use direct methods to solve the linear system, therefore no stopping criterion is needed.

B. Multiclass RSVM

Although SVM was originally designed for binary classification, several methods have been proposed to solve multiclass classification. A common way is by considering a set of binary
TABLE I

<table>
<thead>
<tr>
<th>Problem</th>
<th>#training data</th>
<th>#testing data</th>
<th>#class</th>
<th>#attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna</td>
<td>2000</td>
<td>1300</td>
<td>3</td>
<td>180</td>
</tr>
<tr>
<td>satimage</td>
<td>4435</td>
<td>2000</td>
<td>6</td>
<td>36</td>
</tr>
<tr>
<td>letter</td>
<td>15000</td>
<td>5000</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>shuttle</td>
<td>43500</td>
<td>14500</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>mnist</td>
<td>21000</td>
<td>49000</td>
<td>10</td>
<td>780</td>
</tr>
<tr>
<td>ijcnn1</td>
<td>49990</td>
<td>45495</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>protein</td>
<td>17766</td>
<td>6621</td>
<td>3</td>
<td>357</td>
</tr>
<tr>
<td>adult</td>
<td>1605</td>
<td>32561</td>
<td>2</td>
<td>123</td>
</tr>
</tbody>
</table>

SVM problems, while some authors also proposed methods that consider all classes at once. These methods in general can also be applied to RSVM.

There have been some comparisons of methods for multiclass SVM. In [6] we compare different decomposition implementations, and in [24] some comparisons of methods for multiclass LS-SVM are given. They both indicate that the one-against-one method performs well in practice. So we use it for our implementation here. Suppose there are $k$ classes of data. This method constructs $k(k-1)/2$ classifiers where each one trains data from two classes. In classification we use a voting strategy: each binary classification is considered to be a voting where votes can be cast for all data points $x$—in the end point is designated to be in a class with maximum number of votes.

The implementation of all methods mentioned above is available at http://www.csie.ntu.edu.tw/~cjlin/libsvm/libsvmtools.

V. EXPERIMENTS

In this section we conduct experiments on some commonly used problems. We choose large multiclass datasets from the Statlog collection: dna, satimage, letter, and shuttle [16]. We also consider mnist [9], an important benchmark for handwritten digit recognition. The problem ijcnn1 is from the first problem of IJCNN challenge 2001 [21]. Note, that we use the winner’s transformation of raw data [2]. Problem protein, is a data set for protein secondary structure prediction [26]. Finally, the problem adult, from the UCI “adult” data set [1] and compiled by Platt [20], is also included. For the adult dataset, there are several realizations. Here, we only consider the realization with the smallest training set; the full dataset with training data (including duplicated ones) removed is taken as the test set. We choose this dataset because it has been tested in the RSVM paper [10].

Our preparation of the training and test sets is also similar to theirs. Except problems dna, ijcnn1, protein, and adult whose data values are either binary or already in a small range, we linearly scale all training data to be in $[-1, 1]$. Then test data, available for all problems, are scaled accordingly. Note that for problem mnist, it takes too much training time if the whole 60,000 training samples are used, so we consider the training and testing data together (i.e. 70,000 samples) and then cut the first 30% for training and test the remaining 70%. Also, note that for the problem satimage, there is one missing class. That is, in the original application there is one more class but in the data set no examples are with this class. We give problem statistics in Table I. Some problems with a large number of attributes may be very sparse. For example, for each instance of protein, only 17 of the 357 attributes are nonzero.

We compare four implementations of RSVM discussed in Section III with two implementations of the regular SVM: linear and quadratic cost functions [(28) and (2)]. For regular SVM with the linear cost function, we use the software LIBSVM which implements a simple decomposition method. We can easily modify LIBSVM to solve the formulation with a quadratic cost function, which we will refer to as LIBSVM-q in the rest of this paper. However, we will not use it for solving RSVM as LIBSVM implements an SMO type algorithm where the size of the working set is restricted to two. In Section III-D we have shown that larger working sets should be used when applying decomposition methods to linear SVM.

The computational experiments for this section were done on a Pentium III-1000 with 1024 MB RAM using the gcc compiler. For three of the four RSVM methods (SSVM, LS-SVM, and LSVM), the main computational work is some basic matrix operations so we use ATLAS to optimize the performance [27]. This is very crucial as otherwise a direct implementation of these matrix operations can at least double or triple the computational time. For decomposition methods where the kernel matrix cannot be fully stored we allocate 500 MB memory as the cache for storing recently used kernel elements. Furthermore, LIBSVM, LIBSVM-q, and BSV all use a shrinking technique so if most variables are finally at bounds, they solve smaller problems by considering only free variables. The details on the shrinking technique are in [3, Section 4].

Next, we discuss the selection of parameters in different implementations. It is of course a tricky issue on selecting $m$, the size of the subset of RSVM. This depends on practical situations such as how large the problem is. Here in most cases we fix $m$ to be 10% of the training data, which was also considered in [10]. For multiclass problems, we cannot use the same $m$ for all binary problems as the data set may be highly unbalanced. Hence we choose $m$ to be 10% of the size of each binary problem so a smaller binary problem use a smaller $m$. In addition, for problems shuttle, ijcnn1, and protein, binary problems may be too large for training. Thus, we set $m = 200$ for these large binary problems. This is similar to how [10] deals with large problems. Once the size is determined, for all four implementations, we select the same subset for each binary RSVM problem.
TABLE II
A COMPARISON ON TESTING ACCURACY

<table>
<thead>
<tr>
<th>Problem</th>
<th>LIBSVM</th>
<th>LIBSVM-q</th>
<th>SSVM</th>
<th>LS-SVM</th>
<th>LSVM</th>
<th>Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C, \gamma$</td>
<td>rate</td>
<td>$C, \gamma$</td>
<td>rate</td>
<td>$C, \gamma$</td>
<td>rate</td>
</tr>
<tr>
<td>dna</td>
<td>$2^4, 2^{-6}$</td>
<td>95.4472</td>
<td>$2^2, 2^{-6}$</td>
<td>95.4472</td>
<td>$2^{12}, 2^{-10}$</td>
<td>92.8332</td>
</tr>
<tr>
<td>satimage</td>
<td>$2^4, 2^0$</td>
<td>91.3</td>
<td>$2^3, 2^0$</td>
<td>91.9</td>
<td>$2^{12}, 2^{-1}$</td>
<td>89.8</td>
</tr>
<tr>
<td>letter</td>
<td>$2^4, 2^2$</td>
<td>97.98</td>
<td>$2^3, 2^2$</td>
<td>97.88</td>
<td>$2^{11}, 2^{-2}$</td>
<td>95.9</td>
</tr>
<tr>
<td>mnist</td>
<td>$2^4, 2^5$</td>
<td>97.7532</td>
<td>$2^4, 2^5$</td>
<td>97.7532</td>
<td>$2^7, 2^{-6}$</td>
<td>96.8332</td>
</tr>
<tr>
<td>icnn1</td>
<td>$2^4, 2^4$</td>
<td>98.76</td>
<td>$2^4, 2^0$</td>
<td>98.6922</td>
<td>$2^{12}, 2^3$</td>
<td>95.9492</td>
</tr>
<tr>
<td>protein</td>
<td>$2^4, 2^{-3}$</td>
<td>69.97</td>
<td>$2^1, 2^{-3}$</td>
<td>69.7932</td>
<td>$2^1, 2^{-5}$</td>
<td>65.9572</td>
</tr>
<tr>
<td>adult</td>
<td>$2^4, 2^{-6}$</td>
<td>83.8692</td>
<td>$2^{-2}, 2^{-4}$</td>
<td>83.9742</td>
<td>$2^{11}, 2^{-8}$</td>
<td>83.8722</td>
</tr>
</tbody>
</table>

We need to decide some additional parameters prior to experiments. For SSVM method, the smoothing parameter $\beta$ is set to 5 because the performance is almost the same for $\beta \geq 5$. For LSVM method, we set $\beta = (1/9)/C$ which is the same as that in [15]. We do not conduct cross validation for selecting them as otherwise there are too many parameters. For BSVM which is used to solve linear SVM arising from RSVM, we use all default settings. In particular, the size of the working set is 10.

The most important criterion for evaluating the performance of these methods is their accuracy rate. However, it is unfair to use only one parameter set and then compare these methods. Practically for any method we have to find the best parameters by performing the model selection. This is conducted on the training data where the test data are assumed unknown. Then the best parameter set is used for constructing the model for future testing. To reduce the search space of parameter settings, here we consider only the RBF kernel $K(x_i, x_j) = \exp(-\|x_i - x_j\|^2)$, so the parameters left for decision are kernel parameter $\gamma$ and cost parameter $C$. In addition, for multiclass problems we consider that $C$ and $\gamma$ of all $C(k-1)/2$ binary problems via the one-against-one approach are the same.

For each problem, we estimate the generalized accuracy using different $\gamma = [2^4, 2^2, 2^2, \ldots, 2^{-10}]$ and $C = [2^{12}, 2^{11}, 2^{10}, \ldots, 2^{-2}]$. Therefore, for each problem we try $15 \times 15 = 225$ combinations. For each pair of $(C, \gamma)$, the validation performance is measured by training 70% of the training set and testing the other 30% of the training set. Then we train the whole training set using the pair of $(C, \gamma)$ that achieves the best validation rate and predict the test set. The resulting accuracy is presented in the “rate” columns of Table II. Note that if several $(C, \gamma)$ have the same accuracy in the validation stage, we apply all of them to the test data and report the highest rate. If there are several parameters that achieve the same highest testing rate, we report the one with the minimal training time.

VI. RESULTS

A. Accuracy

Table II shows the result of comparing LIBSVM, LIBSVM-q, and the four RSVM implementations. We present the optimal parameters $(C, \gamma)$ and the corresponding accuracy rates. It can be seen that optimal parameters $(C, \gamma)$ are in various ranges for different implementations so it is essential to test so many parameter sets. We observe that LIBSVM and LIBSVM-q have very similar accuracy. This does not contradict the current understanding in this area as we have not seen any report which shows one has higher accuracy than the other. Except icnn1, the difference of the four RSVM implementations is also small. This is reasonable as essentially they solve (12) with minor modifications.

For all problems, LIBSVM and LIBSVM-q perform better than RSVM implementations. We can expect this because for RSVM the support vectors are randomly chosen in advance, therefore we cannot ensure that the support vectors are important representatives of the training data. This seems imply that if problems are not too large, we would like to stick on the original SVM formulation. We think this situation is like the comparison between RBF networks and SVM [22] since RBF networks select only several centers, it may not extract enough information.

In general the optimal $C$ of RSVM is much larger than that of the regular SVM. As RSVM is indeed a linear SVM with a lot more data than the number of attributes, it tends to need a larger $C$ so that data can be correctly separated. How this property affects its model selection remains to be investigated.

We also observe that the accuracy of LS-SVM is a little lower than SSVM and LSVM. In particular, for problem icnn1 the difference is quite large. Note that icnn1 is an unbalanced problem where 90% of the data have the same label. Thus, the 91.7% accuracy by LS-SVM is quite poor. We suspect that the change of inequalities to equalities for LS-SVM may not be suitable for some problems.

B. Number of Support Vectors

In Table III we report the number of “unique” support vectors for each method. We say “unique” support vectors because for the one-against-one approach, one training data may be a support vector of different binary classifiers. Hence, we report only the number of training data which corresponds to at least one support vector of a binary problem. Note that as we specified, all three RSVM implementations have the same number of support vectors.
For letter, shuttle and mnist the RSVM approach has a large number of support vectors. A reason is that subsets selected for all binary problems are quite different. This is unlike standard SVM where important vectors may appear in different binary problems so the number of unique support vectors is not that large. An alternative way for RSVM may be to select a subset of all data first and then for each binary problem support vectors are elements in this subset which belong to the two corresponding classes. This will reduce the testing time as [6] has discussed that if the number of classes is not huge, it is proportional to the number of unique support vectors. On the contrary, training time will not be affected much as the size of binary problems is still similar.

Though the best parameters are different, roughly we can see LIBSVM-q requires more support vectors than LIBSVM. This is consistent with the common understanding that the quadratic cost function leads to more data with small nonzero \( \xi_i \)'s. For protein LIBSVM and LIBSVM-q both require many training data as support vectors. Indeed most of them are "free" support vectors (i.e. corresponding dual variables \( \alpha_i \) not at the upper bound). Such cases are very difficult for decomposition methods and their training time will be discussed in the next subsection.

### C. Training and Testing Time

We report the training time and testing time in Table IV. For the four RSVM implementations, we find their testing time is quite close so we post only that of the LSVM implementation. Note that here we report only the time or solving the optimal model. Except the LS-SVM implementation for RSVM which solves a linear equation for each parameter set, the training time of all other approaches depends on parameters. In other words, their number of iterations may vary for different parameter sets. Thus, results here cannot directly imply which method is faster as the total training time depends on the model selection strategy. However, generally we can see for problems with up to tens of thousands of data, the decomposition method for the traditional SVM is still competitive. Therefore, RSVM will be mainly useful for larger problems. In addition, RSVM possesses more advantages on solving large binary problems because for multiclass data sets we can afford to use decomposition methods to solve several smaller binary problems.

Table IV also indicates that the training time of decomposition methods for SVM strongly depends on the number of support vectors. For the problem ijcnn1, compared to the standard LIBSVM, the number of support vectors using LIBSVM-q is

---

**TABLE III**

<table>
<thead>
<tr>
<th>Problem</th>
<th>SVM LIBSVM</th>
<th>LIBSVM-q</th>
<th>SSVM</th>
<th>LS-SVM</th>
<th>L SVM</th>
<th>Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna</td>
<td>973</td>
<td>1130</td>
<td>372</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>satimage</td>
<td>1611</td>
<td>1822</td>
<td>1826</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>letter</td>
<td>8931</td>
<td>8055</td>
<td>13928</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shuttle</td>
<td>285</td>
<td>652</td>
<td>4982</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnist</td>
<td>8333</td>
<td>8364</td>
<td>12874</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ijcnn1</td>
<td>4555</td>
<td>9766</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>protein</td>
<td>14770</td>
<td>16192</td>
<td>596</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>adult</td>
<td>642</td>
<td>1137</td>
<td>160</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Problem</th>
<th>SVM training</th>
<th>SVM testing</th>
<th>LIBSVM-q training</th>
<th>LIBSVM-q testing</th>
<th>SSVM training</th>
<th>SSVM testing</th>
<th>LS-SVM training</th>
<th>LS-SVM testing</th>
<th>L SVM training</th>
<th>L SVM testing</th>
<th>Decomposition training</th>
<th>Decomposition testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna</td>
<td>7.09</td>
<td>4.65</td>
<td>8.5</td>
<td>5.39</td>
<td>5.04</td>
<td>2.69</td>
<td>23.4</td>
<td>43.75</td>
<td>141.17</td>
<td>446.04</td>
<td>149.77</td>
<td>7836.99</td>
</tr>
<tr>
<td>letter</td>
<td>230</td>
<td>89.53</td>
<td>140.14</td>
<td>75.24</td>
<td>193.39</td>
<td>71.06</td>
<td>184.12</td>
<td>434.28</td>
<td>1913.86</td>
<td>7836.99</td>
<td>6.36</td>
<td></td>
</tr>
<tr>
<td>shuttle</td>
<td>113</td>
<td>2.11</td>
<td>221.04</td>
<td>3.96</td>
<td>576.1</td>
<td>150.59</td>
<td>3080.56</td>
<td>562.62</td>
<td>74.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mnist</td>
<td>1265.67</td>
<td>4475.54</td>
<td>1273.29</td>
<td>4470.95</td>
<td>1464.63</td>
<td>939.76</td>
<td>4346.28</td>
<td>1913.86</td>
<td>7836.99</td>
<td>6.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ijcnn1</td>
<td>492.53</td>
<td>264.58</td>
<td>2791.5</td>
<td>572.58</td>
<td>57.87</td>
<td>19.42</td>
<td>436.46</td>
<td>16152.54</td>
<td>7836.99</td>
<td>6.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>protein</td>
<td>1875.9</td>
<td>687.9</td>
<td>9862.25</td>
<td>808.68</td>
<td>84.21</td>
<td>64.6</td>
<td>129.47</td>
<td>833.35</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>adult</td>
<td>1.89</td>
<td>15.2</td>
<td>2.67</td>
<td>39.89</td>
<td>8.43</td>
<td>1.37</td>
<td>27.91</td>
<td>16.67</td>
<td>3.73</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
doubled and then the training time is a lot more. This has been known in the literature as starting from the zero vector as the initial solution, the smaller the number of support vectors (i.e., nonzero elements at an optimal solution) is, the fewer variables may need to be updated in the decomposition iterations. As discussed earlier, protein is a very challenging case for LIBSVM and LIBSVM-q due to the high percentage of training data as support vectors. For such problem R SVM is a promising alternative: Using very few data as support vectors, the computational time is largely reduced and the accuracy does not suffer much.

Among the four R SVM implementations, the LS-SVM method is the fastest in the training stage. This is obvious as its cost is just that of one iteration of the SSVM method. Therefore, from the training time of both implementations we can roughly see the number of iterations of the SSVM method. As expected, the Newton’s method converges quickly, usually in less than 10 iterations. On the other hand, LSVM which is cheaper for each iteration, needs hundreds of iterations. For quite a few problems it is the slowest.

It is interesting to see that the decomposition method, not originally designed for linear SVM, performs well on some problems. However, it is not very stable as for some difficult cases, the number of training iterations is prohibitive.

### VII. Modifications on the RSVM Formulation

Remember we mentioned in Section II that following the generalized SVM the authors of [10] replace $(1/2)\alpha^TQ\alpha$ in (11) by $(1/2)r^T\alpha$ in (12). So far we only see that for the LSVM implementation, if without doing so we may have troubles to obtain and use the dual problem. For SSVM and LS-SVM, $(1/2)\alpha^TQ\alpha$ can be kept and the same methods can still be applied. As the change leads to the loss of the property on maximizing the margin, we are interested in whether the performance (testing accuracy) is sacrificed or not.

Without changing the $(1/2)r^TQ\alpha$ term in (20), LS-SVM formulation is

$$f(\alpha) = \frac{1}{2C}\alpha^TQ\alpha + \sum_{i=1}^{l}(c - \tilde{Q}\alpha_i)^2$$

Thus, we will solve a different linear system

$$\left(\tilde{Q}^T\tilde{Q} + \frac{1}{2C}Q_{RR}\right)\tilde{\alpha} = \tilde{Q}^Tc$$

Though (34) is nearly the same as (21), it is only a positive semi-definite but not positive definite system. Thus, LU factorization instead of Cholesky factorization is used. This change affects very little to the training time according to the time complexity analysis in Section III-B. A comparison on the testing accuracy between solving (21) and (34) is in Table V. We can see that their accuracy is very similar. Therefore, we conclude that the use of a simpler quadratic term in R SVM is basically fine.

### VIII. Discussions and Conclusions

We have discussed four multiclass implementations for the R SVM formulations and have compared them with two decomposition methods based on LIBSVM. Experiments indicate that in general the test accuracy of R SVM is a little worse than that of the standard SVM. Though R SVM keeps similar constraints to the primal form of SVM, restricting support vectors from a randomly selected subset still downgrades the performance. For the training time which is the main motivation of R SVM we show that based on the current implementation techniques, R SVM will be faster than the regular SVM on large problems or some difficult cases with many support vectors. Therefore, for median-sized problems, standard SVM should be used but for large problems, as R SVM can effectively restrict the number of support vectors, it can be an appealing alternative. Regarding the implementation of R SVM, least-square SVM (LS-SVM) is the fastest among the four methods compared here though its accuracy is a little lower. Thus, for very large problems it is appropriate to try this implementation first.

### APPENDIX A

**Relation Between (9) and (3)**

The derivation from (7) and (8) to (9) shows only that if $(w^*, b^*, \xi^*)$ and $\alpha^*$ are primal and dual optimal solutions, respectively, then $(\alpha^*, b^*, \xi^*)$ is feasible for (9). Hence, before using (9) in practice we want to make sure that any optimal $(\alpha^*, \xi, b)$ of (9) can construct an optimal $w$ for the primal problem (3).

It is easy to see this. By using $w = \sum_{i \in B} y_i\alpha_i\phi(x_i)$, $(w, b, \xi)$ is feasible for (3). Since we have shown that $(\alpha^*, b^*, \xi^*)$ is feasible for (9)

$$\frac{1}{2}(w^*)^Tw^* + (b^*)^2 + C\sum_{i=1}^{l}(\xi_i^*)^2$$

Thus, $(w, b, \xi) = (\alpha^*, b^*, \xi^*)$ is optimal for the primal.

### APPENDIX B

**Derivations of (16) and (17)**

In order to simplify the complex $P_{\beta}(c - \tilde{Q}\alpha)$ term, we define the vector

$$v \equiv \exp\left(-\beta(c - \tilde{Q}\alpha)\right)$$

TABLE V

<table>
<thead>
<tr>
<th>Problem</th>
<th>LS-SVM (21) ((C, \gamma)) rate</th>
<th>LS-SVM (34) ((C, \gamma)) rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna</td>
<td>((2^2, 2^{-6})) 92.327</td>
<td>((2^4, 2^{-10})) 93.086</td>
</tr>
<tr>
<td>satimage</td>
<td>((2^{12}, 2^{-3})) 89.9</td>
<td>((2^8, 2^{-3})) 89.7</td>
</tr>
<tr>
<td>letter</td>
<td>((2^{12}, 2^{-2})) 95.14</td>
<td>((2^{12}, 2^{-3})) 94.62</td>
</tr>
<tr>
<td>shuffle</td>
<td>((2^{12}, 2^{4})) 99.58</td>
<td>((2^{7}, 2^{2})) 99.7</td>
</tr>
<tr>
<td>mnist</td>
<td>((2^{8}, 2^{-6})) 96.48</td>
<td>((2^{7}, 2^{-6})) 96.484</td>
</tr>
<tr>
<td>ijcnn1</td>
<td>((2^{-2}, 2^{-2})) 91.676</td>
<td>((2^{-2}, 2^{-6})) 90.962</td>
</tr>
</tbody>
</table>
and then

$$P_\theta(e - \tilde{Q}\tilde{\alpha}) = (e - \tilde{Q}\tilde{\alpha}) + \beta^{-1} \log(1 + v). \quad (36)$$

The differentiations of $v$ and $P_\theta$ are

$$\frac{\partial v_k}{\partial \tilde{\alpha}_i} = \beta \exp(-\beta(e - \tilde{Q}\tilde{\alpha})_k)$$

$$\frac{\partial P_\theta(e - \tilde{Q}\tilde{\alpha})_k}{\partial \tilde{\alpha}_i} = \beta \tilde{Q}_{ki} v_k.$$ 

Finally we obtain the gradient and Hessian of $f$:

$$\frac{\partial f}{\partial \tilde{\alpha}_i} = \frac{\partial}{\partial \tilde{\alpha}_i} \left( \sum_{k=1}^{l} P_\theta(e - \tilde{Q}\tilde{\alpha})^2_k + \frac{1}{2C} \sum_{i=1}^{l} \tilde{Q}_{ki} P_\theta(e - \tilde{Q}\tilde{\alpha})_k \right)$$

$$= 2 \left( \sum_{k=1}^{l} \tilde{Q}_{ki} P_\theta(e - \tilde{Q}\tilde{\alpha})_k (1 + v_k)^{-1} \right)$$

$$+ \frac{1}{C} \delta_{ij}$$

$$\frac{\partial^2 f}{\partial \tilde{\alpha}_i \partial \tilde{\alpha}_j} = \frac{\partial}{\partial \tilde{\alpha}_i} \left( \frac{\partial f}{\partial \tilde{\alpha}_j} \right)$$

$$= \frac{\partial}{\partial \tilde{\alpha}_j} \left( -2 \left( \sum_{k=1}^{l} \tilde{Q}_{ki} P_\theta(e - \tilde{Q}\tilde{\alpha})_k (1 + v_k)^{-1} \right) \right)$$

$$+ \frac{1}{C} \delta_{ij}$$

$$= -2 \left( \sum_{k=1}^{l} \tilde{Q}_{ki} \frac{\partial}{\partial \tilde{\alpha}_j} \left( P_\theta(e - \tilde{Q}\tilde{\alpha})_k (1 + v_k)^{-1} \right) \right)$$

$$+ \frac{1}{C} \delta_{ij}.$$ 

If we define $\text{diag}(v) \equiv \begin{bmatrix} v_1 & \cdots & 0 \\ 0 & \ddots & 0 \\ \vdots & \ddots & v_d \end{bmatrix}$ for vector $v$ with dimension $d$, we obtain a more clear matrix form

$$\nabla f(\tilde{\alpha}) = -2\tilde{Q}^T \left( \text{diag}(P_\theta(e - \tilde{Q}\tilde{\alpha})) \text{diag}(e + v)^{-1} \right) e$$

$$+ \frac{I}{C},$$

$$\nabla^2 f(\tilde{\alpha}) = 2\tilde{Q}^T \text{diag}(e + v)^{-2}$$

$$\times \left( I + \beta \text{diag}(v) \text{diag}(P_\theta(e - \tilde{Q}\tilde{\alpha})) \right) \tilde{Q} + \frac{I}{C}.$$ 
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