Abstract—This paper presents a numerical approach that combines the finite-element time-domain (FETD) method and the finite-difference time-domain (FDTD) method to model and analyze the two-dimensional electromagnetic problem concerned in the simultaneous switching noise (SSN) induced by adjacent signal traces through the coupled-via parallel-plate structures. Applying FETD for the region having the source excitation inside and FDTD for the remaining regions preserves the advantages of both FETD flexibility and FDTD efficiency. By further including the transmission-line simulation, the signal integrity and power integrity issues can be resolved at the same time. Furthermore, the numerical results demonstrate which kind of signal allocation between the planes can achieve the best noise cancellation. Finally, a comparison with the measurement data validates the proposed hybrid techniques.

Index Terms—Differential signaling, finite-element and finite-difference time-domain (FETD/FDTD) methods, power integrity (PI), signal integrity (SI), simultaneous switching noise (SSN), transient analysis.

I. INTRODUCTION

In recent years, considerable attention has been devoted to time-domain numerical techniques to analyze the transient responses of electromagnetic problems. The finite-difference time-domain (FDTD) method proposed by Yee in 1966 [1] has become the most well-known technique because it provides a lot of attractive advantages: direct and explicit time-marching scheme, high numerical accuracy with a second-order discretization error, stability condition, easy programming, and minimum computational complexity [2]. However, it is often inefficient and/or inaccurate to use only the FDTD method to deal with some specific structures. Hybrid techniques, which combine the desirable features of the FDTD and other numerical schemes, are therefore being developed to improve the simulation capability in solving many realistic problems.

First, the FDTD(2, 4) method with a second-order accuracy in time and a fourth-order accuracy in space was incorporated to tackle the subgridding scheme [3] and a modified form was employed to characterize the electrically large structures with extremely low-phase error [4]. Second, the integration with the time-domain method of moments was performed to analyze the complex geometries comprising the arbitrary thin-wire and inhomogeneous dielectric structures [5], [6]. Third, the flexible finite-element time-domain (FETD) method was introduced locally for the simulation of structures with curved surfaces [6]–[8].

With the advent of high-speed digital era, the simultaneous switching noise (SSN) on the dc power bus in the multilayer printed circuit boards (PCBs) causes paramount concern in the signal integrity and power integrity (SI/PI) along with the electromagnetic interference (EMI). One potential excitation mechanism of this high-frequency noise is from the signal traces which change layers through the via transition [9]–[11]. In the past, the transmission-line theory and the two-dimensional (2-D) FDTD method were combined successfully to deal with the parallel-plate structures having single-ended via transition [12], [13]. Recently, the differential signaling has become a common wiring approach for high-speed digital system designs in benefit of the higher noise immunity and EMI reduction. Nevertheless, for the real layout constraints, the common-mode currents may be generated from various imbalances in the circuits, such as the driver-phase skew, termination diversity, signal-path asymmetries, etc. Both the differential- and common-mode currents can influence the dc power bus, resulting in the SSN propagating within the planes.

While applying the traditional method to manage this case, it will need a much finer FDTD mesh to accurately distinguish the close signals transitioning through the planes. Such action not only causes the unnecessary waste of computer memory but also takes more simulation time. In order to improve the computational efficiency, this paper incorporates the FETD method to the small region with two or more signal transitions inside, while the other regions still remain with the coarser FDTD grids. While the telegrapher’s equations of coupled transmission lines are further introduced to the hybrid FETD/FDTD techniques, the
SI/PI co-analysis for differential traces through the planes can be accomplished as demonstrated in Section II and the numerical results are shown in Section III. For a group of signal vias, the proposed techniques can also tell which kind of signal allocation to achieve the best performance as presented in Section III. Section IV thus correlates the measurement results and their comparisons, followed by brief conclusions in Section V.

II. SIMULATION METHODOLOGY

A typical differential-via structure in a four-layer board is illustrated in Fig. 1. Along the signal-flow path, the whole structure is divided into three parts: the coupled traces, the coupled-via discontinuities, and the parallel plates. This section will present how the hybrid techniques integrate the three parts to proceed with the SI/PI co-simulation. At last, the stability consideration and computational complexity of the hybrid techniques are discussed as well.

A. Circuit Solver

With reference to Fig. 2, if the even/odd mode propagation coefficients and characteristic impedances are given, it is recognized that the coupled traces can be modeled by the equivalent LC ladder circuits, and the lossy effects can be well approximated with the average values of individual $R_{bc}$ and $C_{nc}$ over the frequency range of interest. The transient signal propagation is thus characterized by the telegrapher’s equations with the central-difference discretization both in time and space domains. The approach to predict the signal propagation through the coupled-via discontinuities is similar to that through the coupled traces except for the difference of model-extracting method.

To characterize the coupled-via discontinuities as depicted in Fig. 1, the structure can be separated into three segments: the via between the two solid planes, and the via above (and under) the upper (and lower) plane. Since the time delay of signals through each segment is much less than the rising edge of signal, the coupled-via structure can be transformed into a SPICE passive network sketched in Fig. 3 by full-wave simulation [14], where $V_{SN}$ represents the voltage of SSN induced by the current $I_{SN}$ on $LS_{2}$. By linking the extracted circuit models of coupled-via discontinuities, both the top- and bottom-layer traces together with suitable driving sources and load terminations, the transient waveforms throughout the interconnects are then characterized and can be used for the SI analyses.

B. Plane Solver

As for the parallel-plate structure, because the separation between two solid planes is much smaller than the equivalent wavelength of signals, the electromagnetic field inside is supposed to be uniform along the vertical direction. Hence, the 2-D numerical technique can be applied to characterize the SSN effects while the FETD method is set for the small region covering the signal transitions and the FDTD scheme is constructed in the most regular regions.

The FETD algorithm [15] starts from Maxwell’s two curl-equations and the vector equation is obtained by

$$
\nabla \times \nabla \times \vec{E} + \mu \varepsilon \frac{\partial^2 \vec{E}}{\partial t^2} + \mu \frac{\partial \vec{J}}{\partial t} = 0 \quad \text{in } \Omega
$$

where $\vec{E}$ and $\vec{J}$ denote the electric field and current density, respectively, in the lossless volume $\Omega$. Applying the weak-form formulation or the Galerkin’s procedure to (1) gives

$$
\int_{\Omega} (\nabla \times \vec{W} \cdot \nabla \times \vec{E}) d\Omega + \mu \varepsilon \int_{\Omega} \vec{W} \cdot \frac{\partial^2 \vec{E}}{\partial t^2} d\Omega

+ \mu \int_{\Gamma_n} \vec{W} \cdot \left( \frac{\partial \vec{E}}{\partial n} \times \hat{n} \right) d\Gamma + \mu \int_{\Omega} \vec{W} \cdot \frac{\partial \vec{J}}{\partial t} d\Omega = 0
$$

where $\vec{W}$ is the weighting function that can be arbitrarily defined. In use of the finite-element method, the variational formula is thus discretized to implement the later numerical computation. In the present case, the linear basis function is chosen to express the fields inside each triangular element. After taking the volume integration over each element and assembling the
integrals from all the elements, (2) can be simplified into a matrix form of

\[
[C] \frac{\partial^2 E}{\partial t^2} + [D] E + [F] \frac{\partial J}{\partial t} = 0
\] (3)

where \( E \) and \( J \) are the coefficient vectors of electric field and current density, respectively. In addition, the values of all matrix elements in (3) are formulated as

\[
[C]_{ij} = \mu e \int \mathbf{W}_i \cdot \mathbf{W}_j d\Omega, \quad [F]_{ij} = \mu \int \mathbf{W}_i d\Omega
\]

and

\[
[D]_{ij} = \int (\nabla \times \mathbf{W}_i) \cdot (\nabla \times \mathbf{W}_j) d\Omega.
\] (4)

For the mesh profile as illustrated in Fig. 4, the FETD region is chosen to be a block replacing the prime FDTD region into which the via transition penetrates. This is an initial value problem in time with the previous \( E_{n+1}^{\text{FEM}} \) and \( \partial J/\partial t \) being the initial conditions as well as the boundary value problem in space with \( E_{n+1}^{\text{FEM,B}} \) being Dirichlet boundary condition. To solve the initial value problem in (3), the time derivative of electric field is approximated by the central difference, that is

\[
\frac{\partial^2 E_{t=n}^n}{\partial t^2} \approx \frac{1}{(\Delta t)^2} (E_{n+1}^{n+1} - 2E^n + E_{n-1}^{n-1}).
\] (5)

As for the electric field in the second term of (3), it can be formulated by the Newmark–Beta scheme [16] to be read as

\[
E_{t=n}^n \approx \frac{1}{4} (E_{n+1}^{n+1} + 2E^n + E_{n-1}^{n-1}).
\] (6)

Moreover, in the triangular elements with the via transition inside, the \( \partial J/\partial t \) term in (3) as expressed by

\[
\frac{\partial J^n}{\partial t} \approx \frac{1}{\Delta t} \left( \frac{I_{n+0.5} - I_n^{0.5}}{\text{grid area}} \right)
\] (7)

is needed to serve as the excitation of the parallel-plate structure with the current \( I_n \) shown in Fig. 3 through the via structure between Layers 2 and 3. It is worth noting that the via transition should be placed on the bary-center of each triangular element to achieve better accuracy.

The hand-over scheme for the field in the overlapped region of FDTD and FETD can be depicted in Fig. 5. Given the boundary field \( E_{n+1}^{\text{FEM}} \) calculated by the FDTD algorithm at the time step \( n+1 \), all the field \( E_{n+1}^{\text{FEM}} \) in the FETD region can be acquired through the matrix solution of (3). The SSN voltage \( V_p \) in Fig. 3 is then determined by

\[
V_{p,n+1} = \frac{E_{n+1}^{\text{FEM,average}}}{d}
\] (8)

where \( E_{n+1}^{\text{FEM,average}} \) is the averaging value of nodal electric-fields enclosing the via transition, and \( d \) is the separation between the planes. Once \( V_{p,n+1} \) and \( E_{n+1}^{\text{FEM}} \) at the FETD mesh nodes (node 1, 2, 3, and 4 in Fig. 4) become available, together with the obtained voltage/current values from the circuit solver and electric/magnetic fields of the FDTD region, the hybrid time-marching scheme for the next time step can be implemented and so on.

As a result of using the integrated schemes, the current \( I_v \), arisen from the input signal through the via structure, can have the ability to induce the voltage noise propagating within the

![Fig. 4. FEM mesh in the source region and its interface with the FDTD grids.](image-url)

![Fig. 5. Simulation flowchart of hybrid FETD and FDTD techniques to perform the SI/PI co-analysis for the coupled-via structure as illustrated in Fig. 1.](image-url)
parallel plates. After a period of time, owing to the plane resonance and return path, the induced noise will cause the unwanted voltage fluctuation on the coupled traces by the presence of the finite SSN voltage $V_p$.

C. Stability Problem and Computational Complexity

It is not difficult to manifest that the FETD algorithm is unconditionally stable. Substituting (5), (6), and (7) into (3) yields the following difference equation:

$$E^{n+1} = (2 - [X]^{-1}[M]) E^n - E^{n-1} - \xi^n[F]$$

(9)

where

$$[M] = \Delta t^2[D], \quad [X] = [C] + 0.25\Delta t^2[D]$$

(10)

the superscript “$-1$” denotes the matrix inverse and the factor

$$\xi^n = \Delta t \left( \frac{p_{n} + 0.5}{\Delta t} - \frac{p_{n-0.5}}{\Delta t} \right) .$$

Without loss of generality, the time-stepping scheme in (9) is restated as

$$E^n = (2 - [X]^{-1}[M]) E^{n-1} - E^{n-2} - \xi^{n-1}[F],$$

(11)

Applying the $Z$-transform technique to (11) and solving for $\tilde{E}(z)$, defined as the $Z$-transform of $E^n$, the result reads

$$\tilde{E}(z) = \frac{-z\tilde{E}(z)[F]}{z^2 - (2 - [X]^{-1}[M]) z + 1}$$

(12)

along with the dependent $\tilde{E}(z)$, defined as the $Z$-transform of $\xi^{n-1}$ in (11). Regardless of the time step $\Delta t$, it can be easily deduced that the poles of (12) is just on the unit circle of $z$ plane. This proves that the time marching by (9) is absolutely stable. The stability condition of these hybrid techniques is thus governed by the transmission-line theory and the FDTD algorithm in the regular region, which are already known.

Concerning the computational complexity, because of the consistence of simulation engines used for the circuit solver, the only work is to compare the efficiency of the hybrid FETD/FDTD technique with that of the traditional FDTD method. In use of only the FDTD scheme for cell discretization, the grid size should be chosen at most the spacing between the adjacent via transitions. However, as depicted in Fig. 4, the hybrid techniques adopting the FEM mesh for the source region exhibit the great talent to segment the whole plane with the coarser FDTD grids. Owing to the sparsity of the FETD matrices in (4) and the much smaller number of unknowns, the computational time needed for each FETD operation can be negligible. The complexity of the hybrid techniques is therefore dominated by the FDTD divisions in the regular region. It is evident that the total simulation time of the 2-D FDTD algorithm is $O(N^{1.5})$, where $N$ denotes the number of the division in the whole space [7]. The coarser the FDTD grids, the smaller the number of the grids and unknowns. Hence, the present hybrid techniques can preserve high accuracy without sacrificing the computational efficiency.

III. Numerical Results

A. Coupled via Transition

Consider the geometry in Fig. 1 but with the coupled-via structure being 2 cm away from the center of parallel plates, which is set as the origin of the $x$–$y$ plane. The size of the plane is $10 \times 10 \text{cm}^2$ and the separation between the two metal planes is 20 mils ($\approx 0.05 \text{ cm}$). The physical dimensions of the coupled traces and via pair are depicted in Fig. 6. After extracting the $S$-parameters from the full-wave simulation, their equivalent circuit models of coupled-via structures as sketched in Fig. 3 can be thus constructed. In Fig. 7, it is found that the differential-mode $S$-parameters of equivalent circuit models are in good agreement with those from the HFSS simulations [14] and the extracted parasitic values of inductive and capacitive lumped-elements are also listed in the attached table. The top-layer coupled traces are driven by differential Gaussian pulses with the rise time of 100 ps and voltage amplitude of $\pm 2 \text{ V}$ while the traces are terminated with the matched
Fig. 8. Simulated TDR waveforms on the positive-signaling trace. (a) Late-
time response for the signal skew of 10 ps excluding the multireflection phe-
nomenon of common-mode signal. (b) Late-time response while no signal skew.

TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY BETWEEN THE TWO METHODS

<table>
<thead>
<tr>
<th></th>
<th>Hybrid technique</th>
<th>Finer FDTD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Division size</td>
<td>ds = 2mm; dt = 5ps</td>
<td>ds = 0.66mm; dt = 2.5ps</td>
</tr>
<tr>
<td>The number of division (N)</td>
<td>50 x 50</td>
<td>150 x 150</td>
</tr>
<tr>
<td>Simulation time (μN x timestep)</td>
<td>0.8 sec</td>
<td>13.5 sec</td>
</tr>
</tbody>
</table>

(CPU: Intel P4 3.0 GHz, RAM: 2 GHz)

Fig. 9. Parallel plane with three current sources inside. (a) 3-D view. (b) Zoom-in view of three sources on the plane in (a). (c) FETD/FDTD mesh discretization.

Fig. 10. Simulated noise waveforms at the preallocated probe in reference to Fig. 9(a).

Consequently, as shown in Table I, it is demonstrated that the computational efficiency of the hybrid techniques is indeed much better than that of the finer FDTD method.

B. Multiple Source Transition

In addition to a pair of differential-via structure, there can be a group of signaling vias distributed in the various regions of planes. Considering the parallel-plane structure in Fig. 9(a), three current sources are distributed around the center (0, 0) and a probe is located at (-1 mm, 9 mm) to detect the voltage noise induced on the planes. The FEM meshes for the source region and the interface with the FDTD region are shown in time steps. Consequently, as shown in Table I, it is demonstrated that the computational efficiency of the hybrid techniques is indeed much better than that of the finer FDTD method.
In the modern digital systems, many high-speed devices employ the multiple differential-traces for the purpose of data transmission. These traces are usually close to each other and may simultaneously penetrate the multilayered planes through via transitions. Hence, it is imperative for engineers to know how to realize the best power integrity by suitably arranging the positions of differential vias.

Reconsidering the parallel plates in Fig. 9(a), instead, two differential-current sources around the center and the probe is relocated at \((-25 \text{ mm}, -25 \text{ mm})\) as shown in Fig. 11 along with their corresponding mesh profile. After serving for the same Gaussian pulses as input signals, the simulated waveforms at the probe are presented in Fig. 12 while three cases of source settings are investigated. Compared with the noise waveform of one pair of differential sources, the signal allocations of multiple differential-sources diversely influence the induced voltage noise.

For the more detailed understanding, Fig. 13 displays the overall electric-field patterns at the time of 400 ps for three cases of differential-source settings in reference to Fig. 12. (a) Case 1: one pair of differential sources. (b) Case 2: two pairs of differential sources with the same polarity. (c) Case 3: two anti-polarity pairs of differential sources.
of differential-source settings on the plane. Note that the outward-traveling electric field of Case 3 (the differential-sources with antipolarity) is the smallest fluctuation since the appearance of two virtual grounds provided by the positive-and-negative polarity alternates the signal allocation.

IV. EXPERIMENTAL VERIFICATION

In order to verify the accuracy of hybrid techniques, a test board was fabricated and measured by TEK/CSA8000B time-domain reflectometer. The designed test board comprises the single-ended and differential-via structures, connecting with the corresponding top- and bottom-layer traces. The design specifications and measurement settings of test board are illustrated in Fig. 14.

To perform the time-domain simulation, the launching voltage sources are drawn out of reflectometer. As the driving signals pass through the differential vias, the parallel-plate structure is excited, incurring the SSN within the planes. Later, the quiet trace will suffer from this voltage noise through the single-ended via transition. After extracting the equivalent circuit models of coupled-via structures and well dividing the parallel plates, the SI/PI co-analysis for test board can be achieved. Simulation results are compared with the measurement data as shown in Fig. 15 accordingly.

As observed in Fig. 15(a), the differential signals have the internal skew of about 30 ps and the bulgy noise arising at about 500 ps is due to the series-wound connector used in the measurement. The capacitive effect of via discontinuities is occurred at about 900 ps, while the deviations between the simulation and measurement are attributed to the excessive high-frequency loss of input signals. For the zoom-in view of probing waveforms as in Fig. 15(b), it is displayed that the comparison is still in good agreement except for the lossy effect not included in the time-domain simulation. Applying the fast Fourier transform, the frequency-domain magnitude of probing waveforms is obtained in Fig. 16. In addition to the similar trend of time-domain simulation and measurement results, the peak frequencies correspond to the parallel-plate resonances of test board exactly. Hence, the exactitude of the proposed hybrid techniques can be verified.

V. CONCLUSION

A hybrid time-domain technique has been introduced and applied successfully to perform the SI/PI co-analysis for the differential-via transitions in the multilayer PCBs. The signal
propagation on the differential traces is characterized by the known telegrapher’s equations and the parallel-plate structure is discretized by the combined FETD/FDTD mesh schemes. The coarser FDTD segmentation for most of regular regions interfaces with an unconditionally stable FETD mesh for the local region having the differential-via transitions inside.

In use of hybrid techniques, the computational time and memory requirement are therefore far less than those of a traditional FDTD space with the finer mesh resolution but preserve the same degrees of numerical accuracy throughout the simulation.

In face of the assemblages of multiple signal transitions in the specific areas, the hybrid techniques still can be adopted by slightly modifying the mesh profiles in the local FETD regions. Furthermore, the numerical results demonstrate that the best signal allocation for PI consideration is positive-and-negative alternate. Once the boundary conditions between the FETD and FDTD regions are well defined, it is expected that the hybrid techniques have a great ability to deal with the more realistic problems of high-speed interconnect designs concerned in the signal traces routed through the multilayer structures.
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