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Abstract—A novel full-wave analysis of microstrip lines is presented. Wheeler's mapping, which is useful in the quasi-TEM analysis of microstrip lines, is combined with the full-wave variational formulation to facilitate a finite element solution. This desirable mapping not only transforms the problem domain into a finite region, but also overcomes the field singularity on the strip edge. Compared with other known techniques, the present method makes fewer assumptions, and is more rigorous as long as the strip thickness is negligible. Numerical results for the frequency dependence of effective dielectric constant, the characteristic impedance, and both longitudinal and transverse current distributions on the strip are also included.

I. INTRODUCTION

MICROSTRIP HAS BECOME the most popular and important element in microwave integrated circuits (MIC's) and microwave networks in the band 1 - 30 GHz [1]-[4]. In earlier work microstrip was regarded as a quasi-TEM mode transmission line [5]-[8]. Hence the resultant parameters, such as the effective dielectric constant and characteristic impedance, are independent of frequency.

In order to examine the dispersion characteristics, several methods [9]-[19] have been developed. Most of them first derived an integral equation in terms of current or charge on the strip, then made an approximation for the current or charge distributions by physical intuition to carry out numerical analysis. Daly tried the finite element method [17]; however, he solved only the closed microstrip line, and did not take good account of the boundary and edge conditions on the strip. Others developed dispersion models [18], [19] through approximating the microstrip lines as suitable waveguides, which are easier to analyze.

Recently, some authors [20]-[22] have made efforts to solve numerically current and charge distributions on the strip by Green's function techniques. The approximate close forms of current distributions which are independent of frequency and dielectric constant are obtained from the complicated quasi-static solutions.

This paper proposes a rigorous method based on conformal mapping and variational reaction theory [23] to improve the numerical accuracy. This idea has been used successfully in handling various open dielectric waveguides [23], such as image guides, strip guides, and channel guides. However, due to the existence of field singularities on the edge of the open microstrip line, microstrip line problems would be more difficult to solve than dielectric waveguide problems. In this article, Wheeler's mapping [7], [8] will be used to take care of these singularities. Thus, the current distributions on the strip can be obtained with minimal approximations. Also computed are the effective dielectric constant and characteristic impedance.

II. VARIATIONAL REACTION THEORY

This section summarizes the basic notion of the variational reaction theory (VRT), which constructs a variational formulation to EM field problems. We shall consider a trial system in addition to the solution system (the original system) and find a functional $I$ of the fields in the trial system such that its first variation $\delta I$ vanishes at the true fields of the solution system [24].

First consider the trial fields $(\vec{E}, \vec{H})$ supported by the trial sources $(\vec{J}, \vec{M})$:

$$\vec{J} = \nabla \times \vec{H} - j\omega \vec{E}$$

$$\vec{M} = -\nabla \times \vec{E} - j\omega \mu \vec{H}.$$  \hspace{1cm} (1)

Note that these sources must equal zero in the solution system since the waveguide problem is source-free. Thus, the reaction [25] between arbitrary test fields $(\delta \vec{E}^*, \delta \vec{H}^*)$ and the trial sources $(\vec{J}, \vec{M})$ should vanish when the trial fields are equal to the true fields, i.e.,

$$\delta I = \int_{\Omega} (\delta \vec{E}^* \cdot \vec{J} - \delta \vec{H}^* \cdot \vec{M}) \, d\Omega = 0$$  \hspace{1cm} (2)

where the integration region $\Omega$ extends over the whole space.

The equation (2) may be simplified to

$$\delta I = 0$$

$$I = \int_{\Omega} (\vec{E}^* \cdot \vec{J} - \vec{H}^* \cdot \vec{M}) \, d\Omega$$ \hspace{1cm} (3)

if the variation is only partially operated on the test fields.
(\vec{E}^r, \vec{H}^r)$. However, too many unknowns are involved in (3); hence, some suitable constraints are added [24] to reduce the number of unknowns.

III. Solution Procedure

A. Formulation

Consider the microstrip line shown in Fig. 1, for which we restrict the transverse components of the trial sources to be zero. This then leads to

\[
\begin{pmatrix}
  j \omega \mu \vec{E}_r \\
  j \beta \vec{H}_r
\end{pmatrix}
= \begin{pmatrix}
  0 & -\vec{\varepsilon} \times \nabla \tau \\
  -\vec{\varepsilon} \times \nabla \tau & 0
\end{pmatrix}
\begin{pmatrix}
  E_z \\
  H_z
\end{pmatrix}
\]

(4)

where \((\vec{E}_r, \vec{H}_r)\) are the trial transverse field components, and \(\beta\) denotes the propagation constant.

By substituting (4) into (3) the \((\vec{E}_r, \vec{H}_r)\) variational formulation for the microstrip line can be obtained:

\[
\begin{aligned}
\delta(-j \omega \mu_0 I) &= \delta I_0 = 0 \\
I_0 &= \int_{\Omega} d\Omega \left[ \frac{1}{\epsilon_r \mu_r + \epsilon_{\text{eff}}} \left( \vec{\varepsilon} \times \nabla \tau, E_z \right)^T \eta \nabla \vec{H}_z^* \right] \\
&\quad - k_0^2 \int_{\Omega} d\Omega \left( E_z^* \right)^T \begin{pmatrix}
\epsilon_r & 0 \\
0 & -\mu_r
\end{pmatrix} E_z \left( \eta \right)
\end{aligned}
\]

(5)

Here the integration region \(\Omega\) extends over the whole \(x-y\) plane, \(k_0\) is the wavenumber in the air, \(\eta\) is the intrinsic impedance of the air, \(\mu_0\) is the permeability of the air, and \(\mu_r\) and \(\epsilon_r\) denote the relative permittivity and permeability of the substrate, respectively. Also, the effective dielectric constant \(\epsilon_{\text{eff}}\) is defined in terms of the propagation constant \(\beta\) and \(k_0\) as

\[
\epsilon_{\text{eff}} = \left( \frac{\beta}{k_0} \right)^2 - \left( \frac{\lambda_0}{\lambda_z} \right)^2
\]

(6)

where \(\lambda_0\) and \(\lambda_z\) are the wavelengths in the air and in the guide, respectively.

B. Virtual Field in the Image Domain

Let the space coordinate \((x, y)\) be mapped into the image \((x', y')\) through a certain conformal mapping. Then by the Cauchy–Riemann equation, the variational formulation (5) in the image coordinate can be reduced to

\[
\delta I_0' = 0
\]

\[
I_0' = \int_{\Omega'} d\Omega' \left[ \frac{1}{\epsilon_r \mu_r + \epsilon_{\text{eff}}} \left( \vec{\varepsilon} \times \nabla \tau', E_z^* \right)^T \eta \nabla \vec{H}_z^{*'} \right] \\
&\quad - k_0^2 \int_{\Omega'} d\Omega' J \left( E_z^* \right)^T \begin{pmatrix}
\epsilon_r & 0 \\
0 & -\mu_r
\end{pmatrix} E_z \left( \eta \right)
\]

(7)

Here and throughout this paper, the superscript \(^*\) denotes the corresponding variables or operators in the image domain. The integration region \(\Omega'\) is the image of the original region \(\Omega\). Note that the forms of the functionals in (5) and (7) are almost identical, except that the second term must be multiplied by a Jacobian \(J\) in the image domain.

The quantities \((\vec{E}_r', \vec{H}_r')\) in the image domain (named the virtual transverse fields) can be used to recover the transverse fields \((\vec{E}_r, \vec{H}_r)\) in the original space domain:

\[
\vec{E}_r = \frac{\vec{E}_r'}{\sqrt{J}} \left[ \cos(\Phi_x + \theta) \hat{x} + \sin(\Phi_x + \theta) \hat{y} \right]
\]

(8)

\[
\vec{H}_r = \frac{\vec{H}_r'}{\sqrt{J}} \left[ \cos(\Phi_y + \theta) \hat{x} + \sin(\Phi_y + \theta) \hat{y} \right]
\]

(9)

\[
\vec{E}_z = |\vec{E}_z'| (\cos \Phi_x \hat{x} + \sin \Phi_x \hat{y})
\]

(10)

\[
\vec{H}_z = |\vec{H}_z'| (\cos \Phi_y \hat{x} + \sin \Phi_y \hat{y})
\]

(11)

Here, \(\Phi_x\) and \(\Phi_y\) denote the angles between the two components of \(\vec{E}_z'\) and \(\vec{H}_z'\), respectively, while \(\theta\) denotes the argument of the first derivative of the mapping function.

C. Wheeler’s Mapping

We will show below that if Wheeler’s mapping [7] is used for (7), the edge condition can be handled by the Jacobian \(J\), and there will be no singularities in \((\vec{E}_r', \vec{H}_r')\). Wheeler’s mapping \(f(z')\) and its Jacobian are

\[
f(z') = h \left[ \frac{\pi}{d} \tanh \frac{z'}{2} \right]
\]

(12)

\[
J(z') = \left[ \frac{d}{\left(1 + \cosh \frac{z'}{2}\right)} \right] \left[ \frac{1}{2} \right]
\]

(13)

where \(z = x + jy\) and \(z' = x' + jy'\) are the complex numbers that represent the points of the original and image domains, respectively. In (12), \(d\) is a parameter which depends on the height \(h\) of the dielectric and the width \(w\) of the strip. Do not confuse \(z\) here with the spatial \(z\) coordinate defined earlier.
The Jacobian around the strip edge is found to be

\[ J \rightarrow r \quad \text{near the edge} \tag{14} \]

where \( r \) is the distance from the edge in the original domain. Since the transverse fields near the strip edge would be proportional to \( r^{-1/2} \), the values of the virtual transverse fields become smooth and finite. Hence, the transverse fields can be obtained indirectly without the problems of singularities by first calculating the virtual transverse fields, and then dividing them by the square root of the Jacobian.

**D. Finite Element Method**

The fields in the image domain can now be solved numerically through the finite element method. From the symmetry with respect to the \( y-z \) plane shown in Fig. 1, we may place a magnetic wall at \( x=0 \) if only the lowest mode \( (E_r \text{ even and } H_z \text{ odd}) \) is concerned. We now only need to consider the half structure shown in Fig. 2.

For convenience, the triangular elements in Fig. 3 are chosen in the image domain. In each element, the field \( \psi \) which represents \( E_r \) or \( \eta_0 H_z \) is written as

\[ \psi(x', y') = \sum_{i=1}^{\epsilon} \psi_i B_i(\xi, \eta) \tag{15} \]

where \( \psi_i \) is the field value at node \( i \) of the element, and \( B_i \) is a quadratic interpolation basis function [26]. The integral over each element, furthermore, is approximated by the seven-point Gauss-Hammer quadratic formula [26].

After expanding \( \psi \) in each element by (15), the matrix equation (16) can be obtained by the Rayleigh–Ritz procedure [24]:

\[ A \cdot \Psi = k_0^2 B \cdot \Psi. \tag{16} \]

Here \( \Psi \) is the column vector corresponding to the nodal unknowns, and both \( A \) and \( B \) are known sparse matrices. Although \( A \) is not positive definite, (16) can still be effectively solved by the determinant search together with the inverse iteration method [27].

**IV. RESULTS AND DISCUSSIONS**

Based on the variational conformal mapping technique, a Fortran program has been implemented on the Vax-11/780 computer. To check the validity and accuracy of this technique, the effective dielectric constants of several typical microstrip lines \( (\epsilon_r = 2 \text{ and } w = h = 0.005\lambda_0 \sim 0.4\lambda_0) \) are investigated by choosing various discretizations for the mesh division. It is found that a moderate mesh division of \( 9 \times 9 = 81 \) elements is usually enough to give results with four-digit accuracy.

Numerical results for the characteristics of the microstrip line, including the effective dielectric constant, the current distributions on the strip, and the characteristic impedance, will be presented and discussed in this section.

**A. Effective Dielectric Constant**

In Fig. 4, the effective dielectric constants for several structures are presented. Our computed results for the case with strip width 3.17 mm agree well with Itoh’s [13] and Denlinger’s [16] results, especially below 10 GHz. For higher frequency, Itoh’s and Denlinger’s results become inaccurate because their approaches have to assume the forms of the current distributions, and a rough guess of current distributions may result in error at higher frequency [28]. This point will be further verified by showing the current distributions in the next subsection. Our results should be more appropriate even at higher frequency, because we make minimal assumption for the current distributions.

Table III of [29] is reproduced here in Table I. On the whole, there exist discrepancies of less than 0.5 percent between our results and Kobayashi’s. For several cases, the discrepancies may be up to 2 percent.

The relative wavelengths \( (\lambda_0/\lambda_0) \) for several dielectric constants \( \epsilon_r \) are shown in Fig. 5. Except that they are somewhat lower due to shielding, our results are in agreement with those of Itoh and the experimental data by Cohen [13].
Fig. 4. Effective dielectric constant versus frequency (h = 3.04 mm, w = 12.16, 3.17, 1.216 mm, and εr = 11.7). Denlinger [16] ——; Itoh [13] ——; present method ——.

**TABLE I**

<table>
<thead>
<tr>
<th>Effective Dielectric Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>h/m</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>1.0</td>
</tr>
<tr>
<td>2.0</td>
</tr>
<tr>
<td>4.0</td>
</tr>
<tr>
<td>8.0</td>
</tr>
<tr>
<td>16.0</td>
</tr>
</tbody>
</table>

Fig. 6. Normalized current distributions versus normalized distance with frequencies as parameters (h = 3.04 mm, w = 3.17 mm, εr = 11.7, and frequency = 1, 3, 6, 10, 15, 20 GHz). Kuester and Chang [21] ——; Kobayashi [20] ——; present method ——. The arrows indicate the increase of frequencies.

**Fig. 7.** Normalized current distributions versus normalized distance with dielectric constants as parameters (h = 1.27 mm, w = 1.27 mm, εr = 4.2, 8.875, 20, and frequency = 1 GHz).

**B. Current Distributions**

It has been shown that the edge condition can be handled by Wheeler's mapping in our method. As shown in Fig. 6, the current distributions (Iz(x)/Iz(0)) and (Ix(x)/Iz(0)) at lower frequency agree well with the solutions by the Green function's technique together with quasi-static approximation [20], [21]. For higher frequency, more energy is confined in the center region, which makes more current flow through the strip center part. Meanwhile, less current gathers around the strip edge and hence a steeper slope of current distribution is observed near the edge. Obviously, this effect cannot be reflected by the quasi-static results [20], [21], which are independent of frequency.

Next, the longitudinal and transverse current distributions for several values of dielectric constants (εr = 4.2, 8.875, 20) at 1 GHz are presented in Fig. 7. Like Kobayashi's results [20] and Denlinger's approximate rela-
where $P$ and $I_{II}$ denote the total power and the total current on the strip in the propagation direction. Obviously, if the image-domain expression is used, the integration covers only a finite region, and will include no singularities. Thus, we compute the characteristic impedance on the image domain.

In Fig. 9, our results are compared with those of various methods and some experimental data with shielding [18], [30]. At lower frequency, our results are in agreement with the experimental data. However, some numerical variations within 3 percent may appear in our computed values, even with rather dedicated mesh divisions.

V. CONCLUSIONS

A new full-wave analysis of microstrip lines has been presented. The method is characterized by its superiority in handling the edge condition without resorting to any presumed current distribution. Numerical results for the effective dielectric constant, the current distributions, and the characteristic impedance have also been shown and compared with available literature. Our results reveal the frequency dependence of the current distributions, and are more reasonable at higher frequency.

It should be emphasized that this approach is very flexible. It can be applied directly to microstrip lines with inhomogeneous and even anisotropic substrates. The effect of strip thickness can also be treated through adopting the Schwartz–Christoffel transformation instead of Wheeler’s mapping. Further investigation is in progress and will appear in the near future.
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