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Abstract—This paper presents a novel differential coding method for the symmetrically differential polarization shift-keying system. The proposed differential coding method, which can overcome the slow polarization variation in the fiber, constructs the reference frame by setting the sum, the difference, and the cross product of previous two symbols as the first, second, and the last axes of the signal space. Obviously, each axis is determined by the previous two symbols together. Thus, at the receiver, the new scheme constructs a noisy reference frame more accurately than other schemes and yields better performance. The optimal constellation for the system is symmetric and easy to find. The analytical integral form for the bit error rate (BER) of the proposed system is derived, and the saddle point method is applied to obtain the analytical results. It is found that the performance in terms of BER is much better than that of other differential polarization shift-keying systems. The analytical results agree with the simulation very well.

Index Terms—Communication system performance, modulation/demodulation, optical communication, polarization, polarization shift keying (PolSK).

I. INTRODUCTION

T he overwhelming Internet traffic calls for a large amount of bandwidth. A lot of researchers believe that optical communication is the best solution [1]–[3], because of huge bandwidth available in optical fibers. In addition to the conventional intensity modulation/direct detection (IM/DD) techniques, the multilevel modulation is also attractive as they allow for reduction in the signal spectrum of the electrical transceiver for a given bit rate. The narrower signal spectrum also means a larger symbol duration. These two factors can lessen a lot of the impact of fiber dispersion effects on the system. The price to be paid for signal spectrum reduction is an increased sensitivity to noise. Of course, any system that minimizes the performance degradation would have great potential applications.

Conventional multilevel modulations spread its symbols on a plane. Recently, multidimensional modulations are available [4]–[8]. Among them, the polarization shift keying (PolSK) and Stokes parameters shift keying (SPSK) are most attractive [4]–[7], because of their phase-noise insensitive property and good performance. These schemes use the states of polarization (SOPs) as the modulation parameters. Since the SOP is fully represented by three Stokes parameters [9], the symbol constellation is spread over a three-dimensional (3-D) space instead of a conventional two-dimensional (2-D) plane. These systems outperform multilevel differential phase-shift keying (DPSK) systems at higher order constellations [5]. However, the random and slowly time-varying fluctuation of the SOP at the receiving end [10] requires the system to employ the polarization tracking circuits [11]. An alternative technique to solve the problem, which is also phase-noise insensitive and offers a potentially simple structure and low startup delay, is differential polarization shift keying (DPolSK). The family consists of the double differential PolSK (DDPolSK) [12] and the Gram–Schmidt DPolSK (GDPolSK) [13]. These systems encode the information in a relative position of the present symbol with respect to the reference frame constructed by the two previous symbols. Because polarization variation is very slow, the relative positions of three consecutive symbols are preserved while the signal propagates through the fiber. In this way, no SOP tracking circuits are ever needed. This system may be particularly attractive in the development of local area networks (LANs), which require a large number of relatively inexpensive transceivers.

The GDPolSK scheme generalizes the concept of conventional DDPolSK, and provides a more efficient and easier design method for the symbol constellation. However, the optimized constellation in the GDPolSK is difficult to find, because it is nonsymmetric and depends on the angle between the previous two symbols.

In this paper, we show that there is no longer an optimization problem when a novel differential coding scheme is applied in constructing the reference coordinates instead of the conventional Gram–Schmidt algorithm. The novel scheme sets the sum of the previous two symbols as the first axis, the difference of them as the second axis, and the cross product of them as the third axis. In the new scheme, each reference axis is determined by the previous two symbols together. So we can expect that the novel frame-constructing scheme provides a better estimation for a noisy reference frame than the conventional DPolSKs. In addition, the optimal constellation in the new scheme is symmetric. Therefore, we call it symmetrically DPolSK (SDPolSK).

This paper presents the analysis of SDPolSK systems. We assume that the product of the signal spectrum bandwidth and the transmission distance is smaller than the limit imposed by the
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dispersion effects, including mainly chromatic dispersion and polarization mode dispersion (PMD), such that these effects can be neglected in the analysis. Usually, the chromatic dispersion effect can be reduced significantly by applying dispersion compensation techniques, such as linearly chirped Bragg gratings [14]. The PMD effect, which has emerged as one of the critical hurdles in high-speed, long-haul transmission systems [15], is expected to cause intersymbol interference (ISI) in the systems, and thus, degrades the performance. Note that in high-speed, long-haul SDPolSK systems, because the symbol duration at a given bit rate is longer than that of conventional binary IM/DD systems, the impact of dispersion effects on SDPolSK systems is much smaller. Surely, how robust the SDPolSK is to PMD is a meaningful extension of the work on high-speed, long-haul transmission systems, but in this paper, we concentrate on the new coding method and leave this topic for further study.

The remainder of this paper is organized as follows. Section II provides a brief review on the DPolSK system. The conventional and novel differential coding schemes are described in Section III. To make clear how the novel scheme performs, we derive the integral form for the bit error rate (BER) of the system in Section IV. As an example, an eight-symbol SDPolSK (8-SDPolSK) in cubic constellation is analyzed in Section V, where the saddle point method is applied to approximate the integral values for the BERs. The approximation results agree with the simulation very well. Section VI shows that the optimal constellation is symmetric and can be found easily. Finally, the conclusions are given in Section VII.

II. DPolSK

Generally speaking, the $M$-ary DPolSK system can be modeled as shown in Fig. 1. First, in the bits-to-symbol mapper, every $\log_2 M$ input bits are transformed to a 3-D unit vector $\vec{I}$. Then, the following differential encoder block generates the reference coordinates, $\vec{e}_{tx}$, $\vec{e}_{ty}$, and $\vec{e}_{tz}$, and encodes the information vector $\vec{I}$ into its output symbol $\vec{P}$. Their relation can be expressed as

$$\vec{P} = [\vec{e}_{tx}, \vec{e}_{ty}, \vec{e}_{tz}] \cdot \vec{I}. \quad (1)$$

The symbol $\vec{P}$ is the Stokes parameters of the transmitted electrical field $\vec{E}_t(t)$, and the signal transmitter block is responsible for the transformation [[4]–[6]. The detailed structure of the signal transmitter can be found in the literature [4]–[6]. Assuming that the linearly polarized lightwave propagates in the fiber along the $z$ direction, we denote $\vec{E}_t(t)$ as

$$\vec{E}_t(t) = [E_{tx}(t), E_{ty}(t)]^T = e^{j\omega t} \left[ A_{tx} \cos\varphi_{tx} + j A_{tx} \sin\varphi_{tx}, A_{ty} \cos\varphi_{ty} + j A_{ty} \sin\varphi_{ty} \right]^T \quad (2)$$

where $E_{tx}(t)$ and $E_{ty}(t)$ are the electrical fields in the $x$ and $y$ directions, and $(A_{tx}, \varphi_{tx})$ and $(A_{ty}, \varphi_{ty})$ are the amplitudes and phases of $E_{tx}(t)$ and $E_{ty}(t)$, respectively. The symbol $\vec{P}$ is given as

$$\vec{P} = \frac{[A_{tx}^2 - A_{ty}^2, 2A_{tx} A_{ty} \cos\delta, 2A_{tx} A_{ty} \sin\delta]^T}{A_0} \quad (3)$$

where $\delta = \varphi_{tx} - \varphi_{ty}$ and $A_0$ is the amplitude of $\vec{E}_t(t)$, i.e. $A_0^2 = A_{tx}^2 + A_{ty}^2$.

Neglecting the nonlinear effect in the fiber and with the low PMD effect assumption, we can express the received electrical field $\vec{E}_r(t)$, which results from the transmitted $\vec{E}_t(t)$ propagating through the fiber, as [8]

$$\vec{E}_r(t) = e^{-[a + b(\omega)]} \vec{J} \vec{E}_t(t) \quad (4)$$

and

$$\vec{J} = \begin{bmatrix} u_1 & u_2 \\ -u_2^* & u_1^* \end{bmatrix} \quad (5)$$

where $a$ is the fiber attenuation, $b(\omega)$ is the fiber phase shift, $\ast$ denotes the complex conjugate, and $\vec{J}$ is the Jones matrix. $\vec{J}$ is a unitary operator which takes into account the polarization variation along the fiber due to coupling between the two polarization modes [10]. Under the assumption of low chromatic dispersion effect, in the interested range of $\omega$, $b(\omega)$ is independent of $\omega$. The parameter $a$ does not influence the result of the analysis, and hereafter, we will ignore these terms.

The front end of the DPolSK receiver, which is a Stokes parameters extractor for the received electrical $\vec{E}_r(t)$, is shown in Fig. 2 [3]–[6]. The intermediate frequency filter (IFF) is an intermediate frequency (IF) filter, and $\vec{R} \equiv [r_1, r_2, r_3]^T$ is the Stokes parameter of $\vec{E}_r(t)$, whose direct-detection structure is...
also available [7]. We usually denote the noise induced in the
detectors as \( n_l = [n_l^x + jn_l^y, n_l^y + jn_l^y]^T, n_l^x, n_l^y, n_l^y, n_l^y \) and
\( n_l^y \) can be modeled as four independent identically distributed
(i.i.d.) Gaussian noise processes with zero mean and variance
\( \sigma_x^2 \).

After normalization, we assume that \( A_0 \) is equal to one and
\( E_n(t) = (J E_n(t) + i) \). For simplicity, we denote the Stokes
parameters of \( J E_n(t) + i \) and \( E_n(t) + i \) as \( \tilde{P}^J \) and \( \tilde{P} \),
respectively. Note that because the Jones matrix is unitary, the
probability distribution functions of \( \tilde{P} \) and \( \tilde{P} \) are the same [4].

The multiplication of the Jones matrix \( J \) on the lightwave
field implies a rotation of the reference axes in the Stokes space
[4]. That is
\[
\tilde{P} = T \tilde{P}
\]
where \( T \) is a three-by-three unitary matrix.

Similarly, we assume that the Stokes parameters of \( J (E_n(t) + i) \)
are \( \tilde{P} \). Then, \( \tilde{P} \) is equal to \( T \tilde{P} \). From the discussion above,
we conclude that the distribution function of the deviation of \( \tilde{P} \)
from \( \tilde{P} \) as well as that of \( \tilde{P} \) from \( \tilde{P} \). In other words, the
effect of the Jones matrix can be totally ignored in the analysis.

Usually, we use the spherical coordinates \( (r, \theta, \phi) \) to express
the deviation of the received noisy vector \( \tilde{P} \) from the noise-free
one \( \tilde{P} \), as shown in Fig. 3, where \( r \) is the magnitude of \( \tilde{P} \), \( \theta \)
is the angle between \( \tilde{P} \) and \( \tilde{P} \), and \( \phi \) is the angle made by
\( \tilde{P} \) and the projection vector of \( \tilde{P} \) on the \( q_x - O - q_y \) plane.\( q_x, q_y \) is normal to \( \tilde{P} \), and \( q_x \) can be arbitrarily chosen on the
plane [4]. In general, we use the subscript \( n-i \) in the notations,
\( \tilde{P}_n-i, \tilde{P}_n-i, \tilde{P}_n-i, \) and \( \tilde{P}_n-i, \) to represent the symbols in the
time slot \( n-i \). The associate deviation of \( \tilde{P}_n-i \) from \( \tilde{P}_n-i \) can be expressed by a function of \((r_i, \theta_i, \phi_i)\). The probability density
function of the deviation in terms of \((r_i, \theta_i, \phi_i)\) is given by [4]
\[
f_i(r_i, \theta_i, \phi_i) = \frac{1}{16\pi \sigma^3 r_i \sin \theta_i} \times \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \times \exp \left( -\frac{I_{0}}{2} \cos \frac{\theta_i}{2} \right)
\]
where \( S_{0i} \equiv A_0^2 = 1 \) in the system, and \( I_{0}(\cdot) \) is the modified
Bessel function of the first kind of order zero. Equation (7) is
valid, irrelevant of the position of the original vector \( \tilde{P}_n-i \).

Because the polarization fluctuation of the fiber is very slow
[10], the rotation matrix \( T \) in the Stokes space imposed by the
fiber on any three consecutive vectors, \( \tilde{P}_n-2, \tilde{P}_n-1, \) and \( \tilde{P}_n, \)
can be assumed as the same. Therefore, the relative position of
them is not altered during the propagation in the fiber. Due to
this property, the differential decoder block can recover the
estimated information vector \( \tilde{D}_n \) from the relative position of
\( \tilde{R}_n-2, \tilde{R}_n-1, \) and \( \tilde{R}_n \). The estimated information vector \( \tilde{D}_n \)
is exactly equal to the transmitted information vector \( \tilde{R}_n \) when
the noises are absent. Of course, the noisy reference frame, \( \tilde{e}_{rx}, \tilde{e}_{ry}, \) and \( \tilde{e}_{rz} \), generated in this block should be constructed in the
same way as that in the encoder. Their relation is given by
\[
\tilde{D}_n = [D_{nx}, D_{ny}, D_{nz}]^T = [e_{rx}, e_{ry}, e_{rz}]^T \tilde{R}_n \tag{8}
\]
Finally, the position of the noisy estimated information vector
determines the output estimated bits of the symbol-to-bits
mapper.

III. DIFFERENTIAL ENCODING/DECODING METHODS

A. Conventional GDPolSK

The encoder and decoder apply the well-known
Gram–Schmidt algorithm [16]. At the encoder, the reference
axes are given as
\[
\tilde{e}_{rz} = \tilde{P}_{n-1} \tag{9}
\]
\[
\tilde{e}_{rx} = \text{Normalized} \left( \tilde{P}_{n-2} - \tilde{e}_{rz} \right) \left( \tilde{P}_{n-2} \cdot \tilde{e}_{rz} \right) \tag{10}
\]
\[
\tilde{e}_{ry} = \tilde{e}_{rz} \cdot \tilde{e}_{rx} \tag{11}
\]
Denote \( \tilde{R}_n \) as \([I_{nx}, I_{ny}, I_{nz}]^T \). Equations (1) and (9)–(11) can be
visualized as follows. The vector \( \tilde{P}_{n-1} \) is put on the positive \( I_{nx} \) axis, and \( \tilde{P}_{n-2} \) is laid on the \( I_{nx} - I_{nz} \) plane to construct a frame
of reference, and the vector \( \tilde{P}_{n-1} \) is located in a position such that
its relative position with respect to the frame represents exactly
the information symbol \( \tilde{R}_n \).

At the decoder, the same Gram–Schmidt algorithm is applied.

The estimated reference frame is formulated as
\[
\tilde{e}_{rz} = \text{Normalized} \left( \tilde{R}_{n-1} \right) \tag{12}
\]
\[
\tilde{e}_{rx} = \text{Normalized} \left( \tilde{R}_{n-2} - \tilde{e}_{rz} \right) \left( \tilde{R}_{n-2} \cdot \tilde{e}_{rz} \right) \tag{13}
\]
\[
\tilde{e}_{ry} = \tilde{e}_{rz} \cdot \tilde{e}_{rx} \tag{14}
\]
Note that if the possible \( \tilde{R}_n \)’s are chosen as \([1,0,0]^T,[-1,0,1]^T,\)
\([0,1,0]^T,\) and \([0,-1,0]^T,\) and \( \tilde{P}_0 \) and \( \tilde{P}_1 \) are set to \([0,0,1]^T \) and
\([1,0,0]^T,\) respectively, then this 4-GDPolSK degenerates to the
6-DDPolSK system.

B. Proposed Symmetrical DPolSK

At the encoder, the reference axes are given as
\[
\tilde{e}_{rx} = \text{Normalized} \left( \tilde{P}_{n-1} + \tilde{P}_{n-2} \right) \tag{15}
\]
\[
\tilde{e}_{ry} = \text{Normalized} \left( \tilde{P}_{n-1} - \tilde{P}_{n-2} \right) \tag{16}
\]
\[
\tilde{e}_{rz} = \tilde{e}_{rx} \cdot \tilde{e}_{ry} \tag{17}
\]
The visualization for the reference frame is shown in Fig. 4.

The decoder applies the same frame-constructing algorithm.

The estimated reference frame is formulated as
\[
\tilde{R}_{n-1} = \text{Normalized} \left( \tilde{R}_{n-1} \right) \tag{18}
\]
To analyze the system performance, first we have to find the distribution of the relative positions of received signals. Note that from (6) and (7), and the assumption that the Stokes space rotation matrix $\mathbf{T}$ is unchanged during three symbol durations, the distribution of the relative position is independent of the channel Jones matrix. Therefore, we can totally ignore it in the analysis. That is, the discussion on the deviation of the relative position of $\mathbf{P}_{n-1}$, $\mathbf{P}_{n-2}$, and $\mathbf{P}_n$ with respect to $\mathbf{R}_{n-2}$, $\mathbf{R}_{n-1}$, and $\mathbf{R}_n$, is equivalent to that of $\mathbf{P}_{n-2}$, $\mathbf{P}_{n-1}$, and $\mathbf{P}_n$ with respect to $\mathbf{R}_{n-2}$, $\mathbf{R}_{n-1}$, and $\mathbf{R}_n$.

In general, whenever three consecutive noisy vectors, $\mathbf{P}_{n-2}$, $\mathbf{P}_{n-1}$, and $\mathbf{P}_n$ are received, the receiver can obtain six independent elements, $\mathbf{A}_r = (r_2, r_1, r_0, \eta_r, \theta_r, \phi_r)$, where $r_2$, $r_1$, and $r_0$ are the amplitudes of $\mathbf{P}_{n-2}$, $\mathbf{P}_{n-1}$, and $\mathbf{P}_n$, respectively. The visualization of $(\eta_r, \theta_r, \phi_r)$ is shown in Fig. 5. Note that in the general SDPolSK receiver, only $D_{nx}$, $D_{ny}$, and $D_{nz}$ are used in the decision process, where $D_{nx}$, $D_{ny}$, and $D_{nz}$ are equal to $r_2 \sin \theta_r \cos \phi_r$, $r_2 \sin \theta_r \sin \phi_r$, and $r_2 \cos \theta_r$, respectively. Similarly, for the noise-free case, $\mathbf{P}_{n-2}$, $\mathbf{P}_{n-1}$, and $\mathbf{P}_n$ give six relative position elements $\mathbf{A}_s = (S_{r2}, S_{r1}, S_{r0}, \eta_s, \theta_s, \phi_s)$, where $S_{r1} \equiv A_0^2 = 1$ in the system, for $i = 1, 2, \text{and } 3$. $(\eta_s, \theta_s, \phi_s)$ are determined by the relative positions of $\mathbf{P}_{n-2}$, $\mathbf{P}_{n-1}$, and $\mathbf{P}_n$, as shown in Fig. 4. The distribution function of $\mathbf{A}_r$ given $\mathbf{A}_s$ is given as follows, and the detailed derivation is in the Appendix.

$$G(\bar{Q}) = 2\sin \theta_r \sin 2\eta_r \sin \theta_r$$

$$\times \left[ \prod_{i=1}^{2} \left( \frac{1}{16\pi r_i} \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \right) \right]$$

$$G(\bar{Q}) = 2\sin \theta_r \sin 2\eta_r \sin \theta_r$$

$$\times \left[ \prod_{i=1}^{2} \left( \frac{1}{16\pi r_i} \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \right) \right]$$

where

$$\bar{Q} = (r_2, r_1, r_0, \alpha, \beta, \gamma, \eta_r, \theta_r, \phi_r)$$

$$P (\mathbf{A}_r | \mathbf{A}_s) = \prod_{i=1}^{2} \left( \frac{1}{16\pi r_i} \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \right)$$

$$\times 2\sin \theta_r \sin 2\eta_r \sin 2\eta_r \prod_{i=1}^{2} \left[ \alpha + \beta \frac{r_i}{S_{0i} + r_i} \right]$$

$$\times [1 + \lambda(\phi_r + 1) \cos \beta \sin 2\eta_r]$$

$$P (\mathbf{A}_r | \mathbf{A}_s) = \prod_{i=1}^{2} \left( \frac{1}{16\pi r_i} \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \right)$$

$$\times 2\sin \theta_r \sin 2\eta_r \sin 2\eta_r \prod_{i=1}^{2} \left[ \alpha + \beta \frac{r_i}{S_{0i} + r_i} \right]$$

$$\times [1 + \lambda(\phi_r + 1) \cos \beta \sin 2\eta_r]$$

$$P (\mathbf{A}_r | \mathbf{A}_s) = \prod_{i=1}^{2} \left( \frac{1}{16\pi r_i} \exp \left( -\frac{S_{0i} + r_i}{2\sigma^2} \right) \right)$$

$$\times 2\sin \theta_r \sin 2\eta_r \sin 2\eta_r \prod_{i=1}^{2} \left[ \alpha + \beta \frac{r_i}{S_{0i} + r_i} \right]$$

$$\times [1 + \lambda(\phi_r + 1) \cos \beta \sin 2\eta_r]$$
TABLE I

<table>
<thead>
<tr>
<th>Estimated bit</th>
<th>Regions for 1</th>
<th>Regions for 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{b}_1 )</td>
<td>( D_{nx} \geq 0 )</td>
<td>( D_{nx} &lt; 0 )</td>
</tr>
<tr>
<td>( \hat{b}_2 )</td>
<td>( D_{ny} \geq 0 )</td>
<td>( D_{ny} &lt; 0 )</td>
</tr>
<tr>
<td>( \hat{b}_3 )</td>
<td>( D_{nz} \geq 0 )</td>
<td>( D_{nz} &lt; 0 )</td>
</tr>
</tbody>
</table>

where \( \varphi_0 = \cos \theta_1(\hat{q}) \), \( \varphi_1 = \cos \theta_1(\hat{q}) \), \( \varphi_2 = \cos \theta_2(\hat{q}) \), \( \lambda = \text{SNR}_s/2 \), and \( \text{SNR}_s = 1/(2\sigma^2) \).

We define

\[
X = \left[ x, y, z, \theta, \phi \right]^T
\]

\[
h(X) = \lambda \left( \sum_{i=0}^{2} \varphi_i \right) - 3
\]

\[
g(X) = \frac{2}{(4\pi)^3} \sin \theta_2 \sin \theta_1 \sin 2\eta_1 \prod_{i=0}^{2} \left[ 1 + \lambda (\varphi_i + 1) \right].
\]

Then (29) can be expressed as

\[
P_e(\eta_1, \theta_1, \phi_0 | \tilde{A}) = \int e^{N(X)} g(X) dX d\theta d\phi
\]

V. EIGHT-SYMBOL SDPolSK (8-SDPolSK) IN CUBIC CONSTELLATION

In the bits-to-symbol mapper, the information symbol \( \tilde{I}_n \) are Gray coded as

\[
\tilde{I}_n = \left[ (2b_0 - 1), (2b_1 - 1), (2b_2 - 1) \right]^T
\]

where \( b_2, b_1, \) and \( b_0 \) are the input bits.

At the receiver, the decision regions for the estimated information symbol \( \tilde{I}_n \) are shown in Table I, where \( \hat{b}_2, \hat{b}_1, \) and \( \hat{b}_0 \) are the output estimated bits of \( b_2, b_1, \) and \( b_0 \), respectively. Table I implies that the decision circuits can be implemented by three folds of the threshold devices [17] with the threshold set to zero, for the decision boundaries are \( D_{nx} = 0, D_{ny} = 0, \) and \( D_{nz} = 0 \) planes.

Based on (33), the integral forms of the BERs for the estimated \( \hat{b}_2, \hat{b}_1, \) and \( \hat{b}_0 \), can be written down for different possibilities of \( (b_2 b_1 b_0) \)'s. For example, when \( (b_2 b_1 b_0) = (111) \) and the angle between \( \tilde{I}_{n-2} \) and \( \tilde{I}_{n-1} \) is \( \pi/2 \), we have \( (\theta^{(n)}_1, \phi^{(n)}_1) = (\cos^{-1}(1/\sqrt{3}), \pi/4) \) and \( \theta^{(n)}_1 = \pi/4 \), where the superscript \( (n) \) means that the parameter is associated to the symbol in the time slot \( n \). In other words, \( \tilde{A}_n \) is equal to \( (1, 1, 1, 0, 0, 0) \). The BER for bit \( b_1 \) is given by

\[
\text{BER}(b_1 | \tilde{A}_n) = \int_{\Omega_1} P_e(\eta_1, \theta_1, \phi_0 | \tilde{A}_n) d\eta_1 d\theta_1 d\phi_1
\]

\[
= \int_{\Omega_1} e^{N(X)} g(X) dX
\]

where

\[
i = 0, 1, 2
\]

\[
\Omega_0 = \{ \tilde{A}_n | D_{nx} < 0 \}
\]

\[
\Omega_1 = \{ \tilde{A}_n | D_{ny} < 0 \}
\]

\[
\Omega_2 = \{ \tilde{A}_n | D_{nz} < 0 \}
\]

VI. OPTIMIZED 8-SDPolSK

We take the eight possible \( \tilde{I}_n \)'s as

\[
\tilde{I}_n = \left[ (2b_0 - 1) \sin \theta_1 \cos \phi_1, (2b_1 - 1) \sin \theta_1 \sin \phi_1, (2b_2 - 1) \cos \theta_1 \right]^T
\]

where \( b_2, b_1, \) and \( b_0 \) are the input bits of the bits-to-symbol mapper, \( 0 \leq \theta_1 \leq \pi, \) and \( -\pi \leq \phi_1 \leq \pi. \) Note that the constellation in (36) is symmetric.

Because of the symmetrical nature of the novel frame-constructing algorithm [(15)–(22)], and the property that the deviation distribution of the noisy symbol from the noiseless one is independent of the angle \( \phi_1 \) [(7)], where \( i = 0, 1, \) and \( 2, \) it can be proved that the mean BERs for all possible \( (b_2 b_1 b_0) \)'s are equal, given that the angle \( \eta_1 \) is fixed. For example, the probability of receiving the consecutive three symbols, \( \tilde{I}_{n-2}, \tilde{I}_{n-1}, \) and \( \tilde{I}_n, \) as in Fig. 7(a) is exactly the same as the probability of finding them located as in Fig. 7(b). Therefore, the BER for
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Fig. 7. The distribution probabilities are the same for following two cases. (a) $(b_2 b_1 b_0) = (111)$. (b) $(b_2 b_1 b_0) = (100)$.

$(b_2 b_1 b_0) = (111)$ is equal to that for $(b_2 b_1 b_0) = (101)$. Other cases can be proved in a similar way. In other words, if we can find the optimal position for the case $(b_2 b_1 b_0) = (111)$, (36) gives the optimal constellation for all cases.

When the angle between previous two symbols, $2\theta_k$, is equal to $\pi/2$, the optimal parameters $(\theta_k, \phi_k)$ are found equal to (0.9314, $\pi/4$). The mean BER is plotted in Fig. 8. At BER of $10^{-9}$, it is only about 2.3 dB worse than the ideal 8-PolSK, and 0.5 dB better than the conventional Gram–Schmidt-based 6-DDPolSK (four symbols available). The optimal parameters $(\theta_k, \phi_k)$’s for other $\eta_k$’s can be found in the same way. However, when $\eta_k$ is far from $\pi/4$, the mean BER of the optimized SD-PolSK degrades rapidly, as shown in Fig. 9. This phenomenon is due to the fact that when the angle $\eta_k$ is too small (large), the reference axes except axis x (y) are too noisy to bear any information. It is not difficult to avoid the problem. For instance, making some observations on the angle between $\vec{P}_{n-1}$ and $\vec{P}_n$, we can find that when the angle $\eta_k^{(n)}$ is equal to $\pi/4$ and the cases $(b_2 b_1 b_0) = (101), (110), (001), (010)$ are chosen, it is guaranteed that the angle $\eta_k^{(n+1)}$ at the next time slot will still be $\pi/4$. Therefore, we can transmit two symbols, $\vec{P}_n^{c}$ and $\vec{P}_n$, at the same time, and $\vec{P}_n^{c}$ is a constraint in the four cases mentioned above. In addition, the two reference symbols at the next time slot are no longer $\vec{P}_{n-1}$ and $\vec{P}_n$, but $\vec{P}_{n-1}$ and $\vec{P}_n^{c}$. In this way, the angle $\eta_k$ can be maintained $\pi/4$ constantly, and the $b_0$ bit in $\vec{P}_n^{c}$ is a stuffing bit, which does not carry information but makes the system automatically runlength-limited coded [21]. There is some coding gain provided in the symbol $\vec{P}_n^{c}$, but this aspect is not investigated here.

VII. CONCLUSION

A novel differential coding algorithm is proposed for the first time in constructing the reference frame for the DPolSK system, instead of the conventional Gram–Schmidt algorithm. The new scheme guarantees the symmetry of the optimal constellation. For example, the optimal constellation for the 8-SDPolSK can be easily found to be a rectangle. The analytic integral form for the BER of the system is derived, and the saddle-point method is applied to approximate the integral values which agree well with the simulation results. The performance in terms of BER is only about 2.3 dB worse than the ideal 8-PolSK, but 0.5 dB
better than the conventional 6-DDPolSK (four symbols available). This scheme presents the best performance among all DPolSKs so far.

APPENDIX

DEFINITIONS

For our convenience in the following descriptions, we introduce the rotation operator $\text{Rot}(\alpha,\beta)$ where $\alpha$ is the rotation axis, and $\theta$ is the number of rotation degrees. As $\text{Rot}(\alpha,\beta)$ operates on a vector $\vec{B}$, $\vec{B}$ is rotated by an angle $\theta$ counterclockwise about $\alpha$, and the resultant vector gives $\text{Rot}(\alpha,\beta)\vec{B}$. It is known [20] that the operator $\text{Rot}(\alpha,\beta)$ may be expressed as a vector operation form in a 3-D space, as follows:

$$\text{Rot}(\alpha,\beta,\vec{B}) = [\cos \theta \vec{T} + (1-\cos \theta) \alpha \vec{A}]^T \sin \theta \vec{A} \times \vec{B}$$

where $\vec{T}$ is a three-by-three identity matrix.

TRANSFORMATION RELATION BETWEEN \((\theta_1, \phi_1, \theta_2, \phi_2, \theta_3, \phi_3)\) AND \((\alpha, \beta, \gamma, \eta_1, \eta_2, \phi_r)\)

Because the channel Jones matrix can be neglected, given the positions of the noise-free vectors $\vec{P}_{-2}$, $\vec{P}_{-1}$, and $\vec{P}_n$, the positions of noisy vectors $\vec{R}_{-2}$, $\vec{R}_{-1}$, and $\vec{R}_n$ in the $t_x-t_y-t_z$ coordinate may be expressed in terms of $(t_1, \alpha, \beta, \gamma, \eta_1, \eta_2, \phi_r)$ or $(t_1, \alpha, \beta, \gamma, \eta_1, \eta_2, \phi_r)$, as shown in the following three equations, where the left side and the right side are in terms of $(t_1, \alpha, \beta, \gamma, \eta_1, \eta_2, \phi_r)$ and $(t_1, \alpha, \beta, \gamma, \eta_1, \eta_2, \phi_r)$, respectively.

$$\begin{align*}
\vec{R}_{-2} &= \text{Rot}(\alpha,\beta,\vec{P}_{-2}^{-1}) \left[ \sin \theta_2 \cos \phi_2 \sin \phi_2 \cos \theta_2 \right]^T \\
\vec{R}_{-1} &= \text{Rot}(\alpha,\beta,\vec{P}_{-1}^{-1}) \left[ \sin \theta_1 \cos \phi_1 \sin \phi_1 \cos \theta_1 \right]^T \\
\vec{R}_n &= \text{Rot}(\alpha,\beta,\eta_1,\eta_2,\phi_r,\vec{P}_n^{-1}) \left[ \sin \theta_r \cos \phi_r \sin \phi_r \cos \theta_r \right]^T
\end{align*}$$

where $\vec{P}_{-2}^{-1}$ and $\vec{P}_{-1}^{-1}$ are the noise-free vectors on the $t_x-0-t_y$ plane and orthogonal to $\vec{P}_{-2}$ and $\vec{P}_{-1}$, respectively; $[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}]$ is the coordinate frame constructed by $\vec{P}_{-2}$ and $\vec{P}_{-1}$; and $\alpha$, $\beta$, and $\gamma$ are the Euler angles [20] required to describe the coordinate of $[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}]$.

Equation (A2) is equivalent to the transformation matrix $[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}]$ rotates the vector, $[\cos \eta_r - \sin \eta_r 0]^T$, to $\text{Rot}(\alpha,\beta,\vec{P}_{-2}^{-1})[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}]$, and $\vec{P}_{-2}^{-1}$, after some observations on the positions of $[\cos \eta_r - \sin \eta_r 0]^T$, $\vec{R}_{-2}$, and $\vec{P}_{-2}$, we find that $[\cos \eta_r - \sin \eta_r 0]^T$ can be rotated to $\vec{R}_{-2}$ if $[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}]$ is set to the following form:

$$[\begin{array}{c} t_x \\ t_y \\ t_z \end{array}] = \text{Rot}(\alpha,\beta,\gamma,\eta_1,\eta_2,\vec{P}_{-2}) \times \text{Rot}(\alpha,\beta,\gamma,\eta_1,\eta_2,\vec{P}_{-2})$$

$$\alpha = \pi - (\eta_1 - \eta_2) \quad \beta = \phi_r - (\pi/2 - \eta_r)$$

Furthermore, $\gamma$ is a constraint by (A3).

To simplify computing the Jacobian of the transformation, we rearrange (A3) and (A4) as follows:

$$\begin{align*}
\vec{R}_{-2} &= \text{Rot}(\alpha,\beta,\vec{P}_{-2}^{-1}) \left[ \sin \theta_1 \cos \phi_1 \sin \phi_1 \cos \theta_1 \right]^T \\
\vec{R}_{-1} &= \text{Rot}(\alpha,\beta,\vec{P}_{-1}^{-1}) \left[ \sin \theta_2 \cos \phi_2 \sin \phi_2 \cos \theta_2 \right]^T
\end{align*}$$

where

$$\begin{align*}
\vec{R}_{-1} &= \text{Rot}(\alpha,\beta,\vec{P}_{-1}^{-1}) \left[ \sin \theta_1 \cos \phi_1 \sin \phi_1 \cos \theta_1 \right]^T \\
\vec{R}_{-2} &= \text{Rot}(\alpha,\beta,\vec{P}_{-2}^{-1}) \left[ \sin \theta_2 \cos \phi_2 \sin \phi_2 \cos \theta_2 \right]^T
\end{align*}$$

Notice that $[\begin{array}{c} t_1 \\ t_2 \\ t_3 \end{array}]$ is independent of $\gamma$ and $\eta_r$, and $\vec{R}_{-1}^{-1}$ is independent of $\theta_1$ and $\phi_r$, and both matrices are unitary.

Prior to calculating the Jacobian, we give two lemmas in advance.

**Lemma 1:**

$$\frac{\partial \vec{u}_1}{\partial \gamma} \times \left( \frac{\partial \vec{u}_1}{\partial \eta_1} + \frac{\partial \vec{u}_1}{\partial \alpha} \right) = 2 \sin 2\eta_1 \vec{u}_1$$

**Lemma 2:** If $\begin{bmatrix} \sin \theta \cos \phi & \sin \theta \sin \phi \cos \theta \end{bmatrix} = [A(x_1, x_2) B(x_1, x_2) C(x_1, x_2)]$, then the partial derivatives are given by

$$\begin{align*}
\frac{\partial \theta}{\partial x_1} &= -\frac{\partial C}{\partial \theta} \frac{\sin \theta}{\sin \theta} \\
\frac{\partial \phi}{\partial x_1} &= \frac{\partial B}{\partial x_1} - \frac{\partial A}{\partial x_1} \frac{B}{A^2 + B^2} \frac{\sin \theta}{\sin^2 \theta}
\end{align*}$$
\[
\frac{\partial \theta}{\partial \kappa_2} = -\frac{\partial C}{\partial \kappa_2} \sin \theta, \\
\frac{\partial \phi}{\partial \kappa_2} = A \frac{\partial A}{\partial \kappa_2} B \sin^2 \theta. 
\]

(A20)

\[
\frac{\partial \phi}{\partial \gamma} = \left( \frac{\partial \phi_1}{\partial \gamma} + \frac{\partial \phi_2}{\partial \gamma} + \frac{\partial \phi_3}{\partial \gamma} \right) \sin^3 \theta_1.
\]

(A21)

Remark: It is known that \( \cos \theta = C \), and \( \tan \phi = B/A \). Applying chain rules yields the desired results.

The Jacobian \( J \) is given as

\[
J = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & \frac{\partial \theta_1}{\partial \kappa_1} & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & \frac{\partial \theta_0}{\partial \kappa_0} & 0 & 0 & 0 & 0 & 0 \\
x & x & x & \frac{\partial \theta_2}{\partial \kappa_2} & 0 & 0 & 0 & 0 \\
x & x & x & x & \frac{\partial \phi_2}{\partial \kappa_2} & \frac{\partial \phi_2}{\partial \gamma} & 0 & 0 \\
x & x & x & x & x & \frac{\partial \phi_1}{\partial \kappa_1} & \frac{\partial \theta_1}{\partial \gamma} & 0 \\
x & x & x & x & x & x & \frac{\partial \phi_0}{\partial \kappa_0} & \frac{\partial \theta_0}{\partial \gamma} & 0 \\
x & x & x & x & x & x & x & \frac{\partial \phi_0}{\partial \gamma} & \frac{\partial \theta_0}{\partial \gamma} & 0
\end{bmatrix}
\]

(A22)

where the mark “x” means the element is of no effect, and (A6) and (A7) are applied.

After some manipulations, the Jacobian \( J \) can be written as

\[ |J| = |J_2| |J_1| |J_0| \]

(A23)

where

\[ J_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ \frac{\partial \phi_2}{\partial \gamma} & \frac{\partial \phi_2}{\partial \kappa_2} \end{bmatrix} = 1 \]

(A24)

\[ J_1 = \begin{bmatrix} \frac{\partial \phi_1}{\partial \gamma} & \frac{\partial \theta_1}{\partial \gamma} \\ \frac{\partial \phi_0}{\partial \gamma} & \frac{\partial \theta_0}{\partial \gamma} \\ \frac{\partial \phi_0}{\partial \kappa_0} & \frac{\partial \theta_0}{\partial \kappa_0} \end{bmatrix} \]

(A25)

\[ J_0 = \begin{bmatrix} \frac{\partial \phi_0}{\partial \kappa_0} & \frac{\partial \theta_0}{\partial \kappa_0} \end{bmatrix}. \]

(A26)

\(|J_1| \) and \(|J_0| \) are calculated in the following theorem.

**Theorem 1:**

(a) \(|J_1| = \frac{2\sin 2\eta_1}{\sin \theta_1} \)

(b) \(|J_0| = \frac{\sin \theta_r}{\sin \theta_0} \).

(A27)

(A28)

Notice that \( \theta_1, \theta_1, \) and \( \theta_0 \in [0, \pi] \) and \( \eta_1 \in [0, \pi/2] \).

Proof: (a) Applying Lemma 2, we have

\[ |J_1| = \left| \begin{array}{c} -J_1 \sin^3 \theta_1 \end{array} \right| \]

(A29)

The expressions for \( \theta_2, \cos \theta_1, \) and \( \cos \theta_0 \) are required in the integrand of (35). From (A6) and (A8), we can easily find the first two terms as

\[ \theta_2 = \eta - \eta_1 \]

(A30)

\[ \cos \theta_1 = P_{n-1} \left( \frac{n-1}{2} \sum_{l=1}^{n-1} \frac{1}{l^2} \right) \tan \theta_\gamma \]

(A31)

\[ = \left[ \cos^2 2\eta_1 \sin 2\eta_1 \cos \beta - \sin 2\eta_1 \sin \beta \right] \tan \theta_\gamma \]

(A32)
The expression for $\cos \theta_0$ is given by

$$
\cos \theta_0 = \frac{P_n^T}{P_n} \text{Rot}_{(\beta_{n-2},-\gamma)} \text{Rot}_{(\beta_{n-2},\beta)} \text{Rot}_{(\gamma,\alpha)} \mu_0. \quad (A31)
$$

It needs to be further simplified.

**Lemma 3:**

$$
\begin{bmatrix}
\tilde{e}_{\theta x} \\
\tilde{e}_{\theta y} \\
\tilde{e}_{\theta z}
\end{bmatrix} =
\begin{bmatrix}
\frac{\tilde{r}_{n-2} \times \tilde{r}_{n-2}}{|\tilde{r}_{n-2}|} \\
|\tilde{r}_{n-2}|
\end{bmatrix}
\begin{bmatrix}
\cos \beta & \sin \beta & 0 \\
-\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \eta_k & -\sin \eta_k \\
\sin \eta_k & \cos \eta_k \\
0 & 0 & 1
\end{bmatrix}

(A32)

where $\tilde{r}_{n-2} = \tilde{e}_{\theta z} \times \tilde{r}_{n-2}$.

**Lemma 4:**

$$
\text{Rot}_{(\beta_{n-2},\beta)} \text{Rot}_{(\gamma,\alpha)} =
\begin{bmatrix}
\cos \eta_k & -\sin \eta_k & 0 \\
\sin \eta_k & \cos \eta_k & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \gamma & \sin \gamma \\
0 & -\sin \gamma & \cos \gamma
\end{bmatrix}

(A33)

**Lemma 5:**

$$
\begin{bmatrix}
\frac{\tilde{r}_{n-2} \times \tilde{r}_{n-2}}{|\tilde{r}_{n-2}|} \\
|\tilde{r}_{n-2}|
\end{bmatrix}^T
\begin{bmatrix}
\text{Rot}_{(\beta_{n-2},-\gamma)} \\
\text{Rot}_{(\beta_{n-2},\beta)} \\
\text{Rot}_{(\gamma,\alpha)}
\end{bmatrix}
\begin{bmatrix}
\cos \beta & \sin \beta & 0 \\
-\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \eta_k & -\sin \eta_k \\
\sin \eta_k & \cos \eta_k \\
0 & 0 & 1
\end{bmatrix}

(A34)

Applying the previous three lemmas, we have

$$
\begin{bmatrix}
\tilde{e}_{\theta x} \\
\tilde{e}_{\theta y} \\
\tilde{e}_{\theta z}
\end{bmatrix} =
\begin{bmatrix}
\cos \eta_k & -\sin \eta_k & 0 \\
\sin \eta_k & \cos \eta_k & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \beta & \sin \beta \\
0 & -\sin \beta & \cos \beta
\end{bmatrix}
\begin{bmatrix}
\cos \theta_0 & \cos (\phi_0 + \gamma) & \sin \theta_0 \sin (\phi_0 + \gamma) \cos \theta_0 \\
\sin \theta_0 & \cos (\phi_0 + \gamma) & \sin \theta_0 \sin (\phi_0 + \gamma) \cos \theta_0 \\
0 & \sin \beta & \cos \beta
\end{bmatrix}

\begin{bmatrix}
\cos \theta_2 & -\sin \theta_2 \cos \gamma & -\sin \theta_2 \sin \gamma \\
\cos \beta \sin \theta_2 & \cos \beta \cos \theta_2 \cos \gamma & \cos \beta \cos \theta_2 \sin \gamma \\
\sin \beta \sin \theta_2 & \sin \beta \cos \theta_2 \cos \gamma & \sin \beta \cos \theta_2 \sin \gamma
\end{bmatrix}

\begin{bmatrix}
\sin \theta_0 & \cos (\phi_0 + \gamma) & \sin \theta_0 \sin (\phi_0 + \gamma) \cos \theta_0 \\
\sin \theta_0 & \cos (\phi_0 + \gamma) & \sin \theta_0 \sin (\phi_0 + \gamma) \cos \theta_0 \\
0 & \sin \beta & \cos \beta
\end{bmatrix}

(A35)
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