Effects of ampoule rotation on vertical zone-melting crystal growth: steady rotation versus accelerated crucible rotation technique (ACRT)
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Abstract

Computer simulation is performed to illustrate the significance of ampoule rotation on the flows, interface shapes, and the growth rate in vertical zone-melting (VZM) crystal growth. For the growth of a 2 cm GaAs crystal in a quartz ampoule, simulation results show that even low-speed ampoule rotation can significantly affect the flows and further the growth interface. The concave growth front due to buoyancy convection can be inverted easily to a convex one by steady ampoule rotation. The accelerated crucible rotation technique (ACRT) also has a similar effect on the growth interface, but less effective. In addition, severe periodic growth and remelting is induced by ACRT, and it is enhanced significantly by natural convection. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The control of melt flow, the interface shape, and the growth rate is important in crystal growth processes. Especially, for crystal growth in an ampoule, a flat or convex growth front is usually required to minimize the parasitic nucleation of grains from the ampoule wall [1]. The convection and its associated heat and mass transfer are key factors for the interface control. Therefore, finding suitable operation parameters for a better control the transport processes is important for crystal growth. In addition to the interface shape, the melt flow is also responsible for the growth rate (solidification or melting) and dopant mixing. An unstable growth rate due to time-dependent flows and unfavorable solute segregation are also detrimental to crystal quality. Tuning heating profiles and applying magnetic fields are well-known approaches for controlling the melt flow [2–6]. Vibration can also be used [7,8]. For vertical Bridgman (VB) or zone-melting
(VZM) crystal growth, the control of the interface shape or solute segregation by these approaches has been studied for years [e.g., Refs. [4–8]]. However, the effects of ampoule rotation, especially, steady rotation, have not been investigated until recently by Lan [9] for the VB configuration. He used ampoule rotation to damp the buoyancy flow and further to achieve the control of dopant segregation from a nearly complete mixing to diffusion-limited region. However, the interface shape and the growth rate were not affected much by ampoule rotation in his study.

In general, ampoule rotation is often used for (1) achieving an axisymmetric heating by steady rotation and (2) enhancing mixing by the accelerated crucible rotation technique (ACRT) [10]. The idea of ACRT is to rotate the ampoule or crucible at varying rates about the vertical axis. As the rotation rate changes, a momentum boundary layer, the so-called Ekman layer, is built up driving the melt flow either spin-up or spin-down. The effectiveness of ampoule rotation on crystal growth depends on several factors including the rotation speed, the system diameter, and the inherent flow structures and intensity, etc. For example, because the buoyancy flow in VB crystal growth is usually weak due to its stabilized thermal condition, a rotation speed of several tens of RPM may be enough to damp the flow [9]. In VZM crystal growth, due to radial heating, the buoyancy convection is much stronger and often causes a concave growth interface [11]. The damping of the buoyancy flow in VZM by the steady ampoule rotation may not be effective. On the contrary, the Ekman flow induced by ACRT may be dominant in the molten zone [12]. Therefore, with the combination of spin-up and spin-down Ekman flow cycles, ACRT has been widely adopted for enhancing mixing and thus mass transfer. As a result, faster crystal growth from the solution without solvent inclusion may be possible [13,14]. Besides, ACRT can also have effects on the growth interface. A flatter growth front due to ACRT may be possible [12,15], and this was also observed by Bloedner et al. [16] during the growth of Hg$_x$Cd$_{1-x}$Te. In fact, the use of ACRT in crystal growth is still controversial. ACRT-induced growth striations have also been reported [17]. However, the theoretical study of ACRT for crystal growth is not adequate. Recently, some numerical investigations of ACRT have been reported [12,15,18], as well as the extensive review of simplified models [19]. Unfortunately, these studies were based on the simplified models that neglected the growth front and the growth rate. Therefore, it has not been discussed how the growth rate and interface are affected by ACRT. Furthermore, the effects of steady ampoule rotation, though a simple operation, on the heat flow and the growth interface have not been investigated as well. As will be illustrated shortly, the steady ampoule rotation could be effective in the control of the flow and thus the growth interface, while keeping the growth stable.

In this paper, some significant aspects of ampoule rotation will be illustrated through numerical simulation. Using the growth of GaAs in a quartz ampoule as a model system, we will first illustrate how the steady ampoule rotation affects the flow locally and globally, which leads to an inversion of the growth interface. Furthermore, the effects of ACRT with the same rotation speed, e.g. 5 RPM, will then be discussed for the cases with and without the buoyancy force. In addition to the illustration of the flows, the growth front shape and the growth rate will be focused. In the next section, the mathematical model and its numerical solution are briefly described. To avoid misleading from possible numerical mistakes, we compare first our results with those from a commercial CFD package, Fluent, for a simplified model with steady rotation. Further comparison for a low-speed ACRT with analytical results will be performed before moving into the results and discussion in Section 3. Finally, brief conclusions are given in Section 4.

2. Model and numerical solution

The schematic of the VZM crystal growth used in this study is depicted in Fig. 1a. The furnace is described by an effective heating profile $T_d(z, t)$, which is specified in modeling. To start crystal growth from a stationary state, this profile is moved upward at speed $U_h$. The ampoule rotation speed $\Omega(t)$ can be constant or time-dependent. For the cases that a steady state can be achieved, the pseudo-steady-state model is adopted [20], which
saves computing time significantly. Therefore, for pseudo-steady-state calculations, the heating profile is kept stationary and the ampoule is moving downward at speed $U_s$. Usually, near the middle of the ampoule, a pseudo-steady-state can be reached easily in 15 min; we will illustrate that shortly. Therefore, for the cases that a pseudo-steady-state is possible, we will use the model for illustration. The system is assumed axisymmetric, so that the flow and temperature fields, as well as the growth front (the melt/crystal interface, $h_c(r, t)$), and the feed/melt interface, $h_f(r, t)$, are represented in a cylindrical coordinate system ($r, z$).

The melt is further assumed incompressible and Newtonian, while the flow is laminar. The Boussinesq approximation is also adopted. If the stream function $\psi$ and vorticity $\omega$ are defined in terms of radial ($u$) and axial ($v$) velocities as

$$u = -\frac{1}{\rho_m r} \frac{\partial \psi}{\partial z}, \quad v = \frac{1}{\rho_m r} \frac{\partial \psi}{\partial r},$$

and

$$\omega = \frac{\partial u}{\partial z} - \frac{\partial v}{\partial r},$$

the unsteady-state governing equations for stream function, vorticity, azimuthal velocity ($v_\theta$), and temperature ($T$) in the conservative-law form can be written as follows:

*Equation of motion:*

$$-\rho_m \frac{\partial \omega}{\partial t} + \frac{\partial}{\partial r} \left( \frac{\omega}{r} \frac{\partial \psi}{\partial z} \right) - \frac{\partial}{\partial z} \left( \frac{\omega}{r} \frac{\partial \psi}{\partial r} \right)$$

$$+ \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial}{\partial r}(\mu_m \omega) \right) + \frac{\partial}{\partial z} \left( \frac{1}{r} \frac{\partial}{\partial z}(\mu_m \omega) \right)$$

$$- \rho_m \beta_T \frac{\partial T}{\partial t} + \rho_m \frac{\partial}{\partial z} \left( \frac{v_\theta}{r} \right) = 0.$$
Heat transfer from the system to the ambient is governed by convection and radiation:

\[-(n_k \cdot \nabla T) = h[T - T_a(z, t)] + e_r \sigma [T^4 - T_a(z, t)^4], \tag{8}\]

where \(h\) is the heat transfer coefficient, \(e_r\) the ampoule emissivity, and \(\sigma\) the Stefan–Boltzmann constant. \(T_a(z, t)\) is the effective ambient temperature, which is described by a Fermi-like distribution:

\[T_a(z) = \frac{T_p - T_{a\infty}}{\exp\{|z - z_p(t)| - w/a\} + 1} + T_{a\infty}, \tag{9}\]

and

\[z_p(t) = z_{p0} + \int_0^t U_h \, dt, \tag{10}\]

where \(T_p\) and \(T_{a\infty}\) are the peak and background temperatures, respectively, the parameters \(\omega\) and \(a\) are related to the width of the distribution, \(z_{p0}(t)\) is the position of \(T_p\), and \(z_{p0}\) the initial position of \(T_p\). An example of this distribution is shown on the right of Fig. 1a, which is similar to that measured from a typical zone heater furnace [13]. The top surface of the system is assumed adiabatic, and there is not ampoule cover there. A more realistic boundary condition can be used if necessary.

The above governing equations and their associated boundary conditions can only be solved numerically. We have developed efficient finite-volume schemes using Newton’s method with a solution tracking capability and the DASPK solver for integration [22] for solving these equations. A detailed description of the numerical method can be found elsewhere [20,21].

3. Results and discussion

Before showing calculated results, careful examination of the numerical methods is necessary for both steady- and unsteady-state calculations. Therefore, we have adopted a simplified model as shown in Fig. 1b for comparison purposes. The heating profile is constant and kept at 1711 K. The physical properties of the materials are listed in Table 1. The results calculated by a commercial code, Fluent, for different rotation speeds are shown...
Table 1
Physical properties and some input parameters [26]

<table>
<thead>
<tr>
<th>Material</th>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs</td>
<td>( \rho )</td>
<td>5.7 g cm(^{-3} )</td>
</tr>
<tr>
<td></td>
<td>( \rho_m )</td>
<td>5.7 g cm(^{-3} )</td>
</tr>
<tr>
<td></td>
<td>( T_m )</td>
<td>1511 K</td>
</tr>
<tr>
<td></td>
<td>( \Delta H )</td>
<td>726 J g(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( h )</td>
<td>( 4.096 \times 10^{-4} ) W cm(^{-2} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( k_i )</td>
<td>( 0.07 ) W cm(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( k_m )</td>
<td>0.14 W cm(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( C_p_i )</td>
<td>( 0.07 ) W cm(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( C_p_m )</td>
<td>0.42 J g(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( \nu )</td>
<td>( 1.16 \times 10^{-4} ) K(^{-1} )</td>
</tr>
<tr>
<td>Quartz</td>
<td>( \rho_s )</td>
<td>2.2 g cm(^{-3} )</td>
</tr>
<tr>
<td></td>
<td>( k_s )</td>
<td>( 0.035 ) W cm(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( C_p_s )</td>
<td>( 0.188 ) J g(^{-1} ) °C(^{-1} )</td>
</tr>
<tr>
<td></td>
<td>( \nu_s )</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Other input parameters

- \( L = 15 \) cm
- \( R_c = 1 \) cm
- \( R_s = 1.2 \) cm
- \( T_p = 1800 \) K
- \( T_{av} = 898 \) K
- \( w = 1.25 \) cm
- \( a_t = a_e = 0.2 \) cm
- \( z_{so} = 7.5 \) cm
- \( \Omega_0 = 0-20 \) RPM
- \( \omega_0 = 0.02\pi \) rad/s
- \( U_s = -1 \) cm/h (for pseudo-steady-state calculations)
- \( U_h = 1 \) cm/h (for fully transient calculations)

in Fig. 2. The flow patterns are on the left and the isotherms are on the right; it is the same for the rest of field plots. The conditions used are also shown, and the detailed comparison with our numerical calculations is listed in the table. In fact, in Fluent, the calculation can be performed using either a fixed frame with rotating boundaries or a rotating frame. However, the calculated results are almost the same. With a similar mesh, \( 41 \times 61 \) in the melt, our results are in good agreement with Fig. 2, as shown in the table. We have further performed mesh refinement for checking numerical errors, but the calculated results are not changed much. Therefore, the same mesh (\( 41 \times 61 \) in the melt) is used for all the calculations here. From Fig. 2a, it is obvious that the buoyancy convection is strong, so that the isotherms are highly distorted; the overheating in the melt is 53.69°C. The highest temperature at the surface moves upward significantly due to the flow, and the downward flow near the symmetry axis pushes the isotherms downward. As will be shown later, such a flow often leads to a concave growth front, which is not favorable for growing single crystals. As the rotation speed is increased to 3 RPM in Fig. 2b, a small secondary cell is induced near the center of the growth front. As a result, the isotherms are now pushed upward slightly. Interestingly, the intensity of the main flow (\( |\Psi_{min}| \)) is not

Fig. 2. Calculated flow patterns and isotherms using Fluent for the simplified model: (a) 0 RPM (Ta = 0); (b) 3 RPM (Ta = 7.956); (c) 5 RPM (Ta = 13.26). \( \text{Ray} = 8.51 \times 10^5 \). The minimum stream function \( \Psi_{min} \) is indicated by a minus (−), \( \psi \) by an asterisk (*), \( \psi_{max} \) by an plus (+), and \( T_{max} \) by (●). Detailed comparison with our numerical results is illustrated in the table.
damped by the rotation; also see the table in Fig. 2. On the contrary, its intensity increases due to the slightly higher overheating. The secondary flow cell continues to grow with the increasing rotation speed. As shown in Fig. 2c at 5 RPM rotation, the secondary cell becomes much larger, and again the isotherms near the growth front are pushed upward further more. The flow intensity is still not reduced at all by rotation. In fact, the main flow will be suppressed at much higher rotation speeds at which the overheating effect can be compensated. Nevertheless, from the distortion of the isotherms from (a) to (c), the heat transfer becomes more conductive with the increasing rotation speed, especially, near the growth front. In other words, from the isotherm patterns, it is clear that the interface control can be achieved by rotation. Furthermore, unlike the VB case shown by Lan [9], the global flow here is not suppressed effectively by ampoule rotation. Instead, the rotation modifies the local flow near the growth front, and thus affects the heat transfer and the interface there.

The second comparison is performed for ACRT using a long cylinder; its top and bottom boundaries are neglected. The system is also assumed isothermal. If the rotation speed is low, an analytical solution for a sinusoidal ampoule rotation, i.e., \( \Omega(t) = \Omega_0 \sin(\omega_0 t) \), can be obtained (after the transient period) as the following [19]:

\[
\frac{\Omega(r, t)}{\Omega_0 R_c} = -\cos(\omega_0 t) \\
\times \frac{\text{ber}'(kr)\text{bei}'(kR_e) - \text{ber}'(kr)\text{ber}'(kR_e)}{(\text{ber}'(kR_e))^2 + (\text{bei}'(kR_e))^2} \\
+ \sin(\omega_0 t) \\
\times \frac{\text{ber}(kr)\text{ber}'(kR_e) + \text{bei}(kr)\text{bei}'(kR_e)}{(\text{ber}'(kR_e))^2 + (\text{bei}'(kR_e))^2},
\]

(11)

where \( k^2 = \omega_0/v_m \) and \( \text{ber}'(\chi) \) and \( \text{bei}'(\chi) \) are Kelvin functions [23], which are evaluated by the mathematical library NAG [24]. As the initial transient period has passed (it takes about two to three cycles), the rotation speed in the melt changes periodically with ampoule rotation. The comparison of our calculations with the analytical results at different times of a steady cycle is shown in Fig. 3. As shown, excellent agreement is obtained as well. Other comparisons for spin-up (by increasing the rotation speed from zero to a finite speed) and inertial-internal gravity waves [25], which cause the oscillation of the angular speed in the fluid, for a finite cylinder are also conducted. Good agreement with the analytical or experimental results are obtained.

After building the confidence on the numerical methods, we are now ready to illustrate our calculated results for the VZM growth of a 2 cm GaAs crystal in a quartz ampoule. Detailed physical and input data are listed in Table 1 [26].

3.1. Effects of steady ampoule rotation

The effects of 5 RPM steady ampoule rotation for different convection levels are shown in Fig. 4. Without ampoule rotation, as shown from Fig. 4a to Fig. 4c, it is clear that the natural convection enhances the heat transfer and causes a concave
growth front; the zone length also increases and the melt overheating decreases with the increasing $g$.

With 5 RPM ampoule rotation, as shown from Fig. 4d to Fig. 4f, there is no effect for 0 g ($Ra_T = 0$). However, for 0.1 g ($Ra_T = 8.51 \times 10^4$, $Ta = 13.26$) in Fig. 4e, the intensity of the buoyancy flow is reduced (from 0.4216 to 0.2059 g/s). Meanwhile, a secondary flow cell near the growth front is induced. The distortion of the isotherms is also reduced significantly. As a result, the growth interface becomes convex. At normal gravity ($Ra_T = 8.51 \times 10^5$, $Ta = 13.26$) in Fig. 4f, the main flow intensity is not reduced but enhanced, and this is mainly due to the higher thermal gradients caused by the increase of overheating as compared to 0 RPM. However, near the growth front, a much larger secondary cell is induced. Due to the secondary cell, the isotherms are now pushed upward slightly. As a result, a convex growth front is obtained. At the beginning of this research, we were cautious about the correctness of the results because 5 RPM rotation is usually believed to be too small to have any significance on the crystal interface. However, after extensive benchmark testing and comparison with other numerical methods, as well as the commercial code, Fluent, we are quite confident with the results. Such results provide new information for crystal growers to reexamine the significance of ampoule rotation. According to the calculations, the ampoule rotation, even at a low speed, could be significant on the flows, heat transfer, and the growth front shape. Again, the modification of the local heat flow near the growth front is the key to make it work.

Further illustration is also conducted for normal gravity. We trace our solution from 0 to 20 RPM, and the results are summarized in Fig. 5. The
deflection of the growth front $\Delta h_c = h_c(R_e) - h_c(0)$ is shown on the left vertical axis, while the zone length at the centerline $h_d(0) - h_c(0)$ on the right. As shown, the dramatic change of the growth front shape, from concave to convex, occurs at about 3 RPM, where the secondary cell appears; also see the flow patterns and isotherms in Fig. 5b. After 5 RPM rotation, the change of the interface deflection and zone length is not much. However, at higher rotation speed, say 20 RPM, the main flow intensity starts to decrease. At high rotation speed, the damping effect is also effective near the melt core because the heat transfer there is changed from convective to conductive modes. The Taylor–Proudman column [27] near the melt core becomes obvious after 10 RPM. Such a change can also be seen from the distortion of the isotherms. However, as far as the interface control is concerned, only the heat transfer near the growth front needs to be modified, and slow rotation seems to be enough to achieve that. Furthermore, for radial solute segregation, the appearance of the secondary cell at 3 RPM is believed to be important as well. Indeed, both cases require only the modification of the local flow near the growth front, and that is why the slow rotation works in this study.

Furthermore, the time to achieve a pseudo-steady growth for both 0 and 5 RPM is about the same. We have also conducted transient calculations for both cases, as shown in Fig. 6. The initial stationary conditions are obtained at $U_a = U_h = 0$. At $t = 0$, we change $U_h$ to 1 cm/h. As shown, the growth rates at both $r = 0$ and $R_e$ take less than 15 min to reach a steady growth. Furthermore, because the growth rate is not high, by comparing the zone shapes at $t = 0$ and 3000 s, its effect on the growth front is small. More importantly, the slow ampoule rotation does not seem to introduce any flow instability to the growth in this case.

### 3.2. Unsteady ampoule rotation – ACRT

Another way, which is a well-known technique to control the flows and heat transfer is ACRT. Therefore, a growth simulation for ACRT is performed. We also use 5 RPM for illustration, and the sinusoidal ampoule rotation is used. Other rotation cycles may be used, but we believe that their effects will be similar.

We start from a steady growth result (without rotation) from the previous figure (Fig. 6) at $t = 3000$ s, which is now reset to $t = 0$. At $t = 0$, we turn on the ampoule rotation, as shown on the top of Fig. 7a; the period is 100 s and the amplitude is 5 RPM. Again, as shown from Fig. 7a–Fig. 7c, the system takes about 8 min to reach a pseudo-steady periodic state. However, as shown in Fig. 7a, the amplitude of the oscillatory interface speeds (growth and remelting) is much larger than the preset growth rate, 1 cm/h (or $2.7778 \times 10^{-4}$ cm/s), which is also indicated by a dashed line above zero. In practice, such severe growth and remelting can be a source of growth striations.

The zone length also changes with the rotation speed, as shown in Fig. 7b; the mean length is reduced by ACRT. More importantly, the interface deflection $\Delta h_c$ in Fig. 7c is also reduced by ACRT, which is similar to that due to 5 RPM steady rotation, but less effective. If we take one period from $t = 500$ to 600 s, the system response can be examined closely, as illustrated in Fig. 8. At $t = 500$ s, the flow is at the end of a spin-down cycle, and the Ekman flow near the growth front has the same flow direction as the natural convection. Therefore, its effect is not obvious. However, at the end of spin-up at $t = 525$ s, the Ekman flow cell near the growth front, which brings the heat away from the growth front, causes the faster
growth near the centerline as well as the upward distortion of the isotherms there. Meanwhile, the interface near the ampoule surface is melted back. At the end of spin-down \( t = 550 \) s, the interface at the centerline is melted back, while the crystal grows near the ampoule wall. Because one period consists of two cycles of spin-up and spin-down, the second cycle (from 550 to 600 s) is almost the same as the first cycle. Furthermore, from the flow patterns, it is clear that ACRT only affects the flow locally near the growth interface. Therefore, its effect on the feed front is much less. In addition, its effects on the shape of the growth interface is not as effective as that by steady ampoule rotation. Nevertheless, the severe growth and remelting being much larger than the growth rate is not expected, but it may be interesting to crystal growers. As will be illustrated shortly, for 5 RPM ACRT without the buoyancy force, the Ekman flow alone cannot generate such a severe effect, and this unveils the role of natural convection in ACRT.

For the case with the same ACRT cycle, but without buoyancy force, the calculated results are shown in Fig. 9. As shown in Fig. 9a, the oscillation amplitude of the growth rate, as compared with Fig. 7a, decreases significantly. However, the maximum growth speed is still about two times of the present speed and the remelting still occurs occasionally. The change in the zone length (Fig. 9b) and the interface deflection (Fig. 9c) is reduced slightly. The system response from 500 to 600 s is shown in Fig. 10. As shown, typical Ekman flows due to spin-up and spin-down are revealed; again (a) is at the end of one spin-down cycle. However, because the rotation speed is only 5 RPM, their effects on the heat transfer and thus the interface shape are not as obvious as in the previous cases. Clearly, buoyancy convection plays an important role during ACRT at slow rotation. Although the Ekman flow is weak at 5 RPM, its periodic disturbance to the main buoyancy cell could cause severe growth and remelting. Such a mechanism is very
different from that of a typical ACRT at several tens of RPM, in which the Ekman flow dominates over the buoyancy flow [12]. From the crystal growth point of view, the severe growth and remelting induced by ACRT usually is not favorable. However, ACRT could be an effective way to generate regular striation patterns that may be useful, for example, in the generation of quasi-phase matching domain for nonlinear optical crystals.

4. Conclusions

The effects of ampoule rotation, both steady rotation and ACRT, on the flows, heat transfer, the growth rate, and the growth front shape are studied by numerical simulation for vertical zone-melting crystal growth. It is found for the first time that the steady ampoule rotation, even at a low speed of 3–5 RPM, can significantly affect the heat flow and the interface shape. Interface inversion from concave to convex is achieved. The local flow near the growth front induced by the centrifugal force plays a key role in the heat flow and thus the interface control. With the same rotation speed, ACRT has similar effects, but less effective. ACRT also induces severe growth and remelting that may be responsible for growth striations. Interestingly, the amplitude of the oscillatory speed is reduced significantly if the buoyancy force is removed. Although the numerical calculations are carefully performed, the confirmation of the effects of ampoule rotation still requires crystal growth experiments. Nevertheless, the present calculations may provide useful information, from the theoretical side, to crystal growers in the control of the interface shape and the growth rate by ampoule rotation.

References