Auto-configuring radial basis function networks for chaotic time series and flood forecasting
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Abstract:
The learning strategy of the radial basis function network (RBFN) commonly uses a hybrid learning process to identify the structure and then proceed to search the model parameters, which is a time-consuming procedure. We proposed an evolutionary way to automatically configure the structure of RBFN and search the optimal parameters of the network. The strategy can effectively identify an appropriate structure of the network by the orthogonal least squares algorithm and then systematically search the optimal locations of centres and the widths of their corresponding kernel function by the genetic algorithm. The proposed strategy of auto-configuring RBFN is first testified in predicting the future values of the chaotic Mackey-Glass time series. The results demonstrate the superiority, on both effectiveness and efficiency, of the proposed strategy in predicting the chaotic time series. We then further investigate the model’s suitability and reliability in flood forecast. The Lan-Young River in north-east Taiwan is used as a case study, where the hourly river flow of 23 flood events caused by typhoons or storms is used to train and validate the neural networks. The back propagation neural network (BPNN) is also performed for the purpose of comparison. The results demonstrate that the proposed RBFN has much better performance than the BPNN. The RBFN not only provides an efficient way to model the rainfall-runoff process but also gives reliable and precise one-hour and two-hour ahead flood forecasts. Copyright © 2009 John Wiley & Sons, Ltd.
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INTRODUCTION
Accurate time series forecasting is very important in hydrology, especially for flood defense and water resources management. One of the most widely used methods in time series forecasting is the model described by Box and Jenkins (1976). This approach is both simple (parsimony) and yields rational results. It gives simplistic equations that only use several previous items of information to forecast the future. As computer power has increased, other approaches have attempted to find subtle trends and complex relationships in the data. The artificial neural networks (ANNs) have been accepted as a potentially useful tool for modelling complex non-linear systems and widely used for prediction. In the hydrological forecasting context, ANNs have also proven to be an efficient alternative to traditional methods for rainfall forecasting (Chang et al., 2007; Kumarasiri and Sonnadara, 2008), streamflow forecasting (Chang et al., 2004, 2007; Chiang et al., 2004; Jeong and Kim, 2005; Tayfur et al., 2007; Kisi, 2008; Lin and Chen, 2008), evapotranspiration simulation (Kisi, 2007; Jain et al., 2008), groundwater prediction (Krishna et al., 2008), reservoir operation (Aminian and Ameri, 2005; Chang et al., 2005; Kuo et al., 2006) and prediction of water quality (Maier et al., 2004; Sahoo et al., 2006; Chaves and Kojiri, 2007).

Of the many types of neural networks, one of the most widely used is the radial basis function neural (RBFN) network. One reason is that it can approximate any continuous function to any prescribed degree of accuracy by given sufficient size of the network (Poggio and Girosi, 1990; Ham and Kostanic, 2001). Moreover, training RBFN is usually faster than that of multilayer perceptron networks. The faster learning speed comes from the fact that RBFN has just two layers and each layer can be determined sequentially. The parameters of the hidden neurons are determined by clustering, which is relatively fast, while the output layer weights are determined by a linear least-square algorithm, which is simply solving a linear system. Even though RBFNs popularity is continuously increasing, it is not straightforward to construct an optimal architecture of RBFN to solve a given problem. To continuously increase their popularity and gain further acceptance, the development of methodologies that can automatically configure RBF networks using a set of input-output patterns is a key element.

The standard RBF training procedures are usually divided into two stages: (i) The centres of hidden nodes are determined first in a self-organizing manner and (ii) the weights that connect the hidden layer with output layer are then searched. This is a time-consuming procedure, since it requires the examination of many different network structures by using a trial and error procedure.
Another drawback is that the centres of hidden nodes are determined by using a clustering approach that is separate from the searching objective. To overcome the time-consuming trial and error procedure, various methods have been proposed to determine the appropriate structure of the network, such as the orthogonal least squares (OLS) algorithm (Chen et al., 1991), constructive methods, where the structure of the network is incrementally built (Fritzke, 1994) and pruning methods that start with an initial selection of a large number of hidden units and then reduce the units as the algorithm proceeds (Musavi et al., 1992). These methods could substantially decrease the total required training time, but still suffer from the fact that the formulation of the hidden layer is based on local, rather than global, search methods. Therefore, they cannot guarantee the selection of the optimal number of hidden nodes.

An interesting alternative for solving this problem can be found by the recently developed evolutionary computation research area that involves a number of innovative optimization strategies such as genetic algorithms (GAs). Based on the principles of natural selection and evolution, GAs have been successfully utilized for the selection of the optimal structure of ANNs, such as feedforward neural networks (Whitley et al., 1990; Arifovic and Gencay, 2001; Boozerjomehry and Svrcek, 2001). Surprisingly, not many applications of GAs have been reported for the development of training algorithms for RBF networks (Billings and Zheng, 1995; Kuncheva, 1997). In this study, we propose a novel evolving strategy: Using the OLS algorithm to determine the appropriate structure of the network, then implementing the GA to directly search the optimizing locations of centres and the widths of their kernel function and using the least square errors (LSE) method to identify the weights of output layer.

The rest of the article first briefly presents the RBF network architecture and training problem, the implemented GA algorithm and auto-configuring the network for a theoretical chaotic series and flood forecasting in the Lan-Yang River. The results of the proposed method are shown and compared with the back propagation neural network (BPNN) for the case of flood forecasting. The concluding remarks are then given.

**RBFN THEORY AND CONFIGURATION**

The RBF network was introduced into the neural network literature by Broomhead and Lowe (1988). The RBF network is motivated by the locally tuned response observed in biologic neurons. The architecture of the RBFN consists of three layers: (i) an input layer, (ii) a single hidden layer and (iii) an output layer. The input layer is only used to connect the network to its environment. The nodes in the hidden layer are associated with centres, which are vectors with dimension equal to the number of inputs. The output of the RBFN can be calculated according to following equation:

\[ y_i = f(x) = \sum_{k=1}^{N} w_{ik} \phi_k(||x - c_k||_2), \quad i = 1, 2, \ldots, m \]  

(1)

where \( x \in \mathbb{R}^{n \times 1} \) is an input vector, \( \phi_k(\cdot) \) is a function, \( || \cdot ||_2 \) denotes the Euclidean norm, \( w_{ik} \) are the weights in the output layer, \( N \) is the number of neurons in the hidden layer and \( c_k \in \mathbb{R}^{n \times 1} \) are the RBF centres in the input vector space. The centres of \( c_k \) are defined points that are assumed to perform an adequate sampling of the input vector space. The functional form of \( \phi_k(\cdot) \) is chosen as the Gaussian function or Bell function. The generalized Gaussian functions and bell functions are defined in Equations (2) and (3).

\[ \phi(||x - c||) = \exp\left(-\frac{||x - c||^2}{2\sigma^2}\right) \]  

(2)

\[ \phi(||x - c||) = \frac{1}{1 + \left(\frac{||x - c||}{a}\right)^{2b}} \]  

(3)

where \( \sigma \) is the standard deviation and \( c \) is the centre of the Gaussian function. All parameters of bell functions (i.e. \( a, b \) and \( c \)) have their own physical meaning: \( c \) is the centre of the corresponding membership function, \( a \) is the distance between the centre point and the crossover point (where the value of function is 0.5) and \( -\frac{b}{2a} \) is the slope at the crossover point.

Training a RBF network involves selecting the appropriate number of basis functions and their parameters and estimating the weights and biases. A two-stage procedure has been commonly used for training RBFNs. In the first stage, the number of hidden units (nodes) and parameters governing them are determined by clustering. The second stage involves estimating the weights in the output layer, locations of the RBFN centres and the width of their corresponding kernel functions. Most of the standard RBF training methods require a designer to fix the structure of the network and then proceed with the calculation of the model parameters. A major challenge in the design of the RBFN is the selection of the centres. Based on the Gram-Schmidt orthogonalization procedure, the OLS method offers a systematic way for centre selection and can significantly reduce the size of the RBFN. A detailed description of the algorithm can be found in the ANN text books, such as Ham and Kostanic (2001).

Here, we propose an automatically evolving strategy: (1) using the OLS algorithm to determine the appropriate structure of the network, (2) implementing the GA to search the optimizing locations of centres and the widths of their kernel function and then (3) using the LSE method to identify the weights of output layer. Figure 1 shows the flowchart of proposed methodology for auto-configuring RBFN. A detailed presentation of the OLS method can be found in the textbook by Ham and Kostanic (2001) and a brief description of the GA and its implementation is given in the following sections.
GA

The GA is similar to Darwinian natural selection, and its primary monograph is Holland’s adaptation in natural and artificial systems in 1975 (Holland, 1975). To evaluate the suitability of the derived solution, an objective function is required. The evolution starts from a set of coded solutions and proceeds from generation to generation through genetic operations: reproduction, crossover and mutation. The reproduction process copies parent chromosomes into a tentative new population. The probability of selected chromosomes for the next generation is directly proportional to its fitness value. Roulette Wheel selection is the most common method and is used in our study. The crossover recombines two parent chromosomes to produce offspring new chromosomes for the next generation. To sustain genetic diversity in the population, mutation is also made occasionally with small probability. Through the GAs, an optimal solution can be found and represented by the final winner of the processes.

Implemented GA to RBF network

In the present study, GAs are developed to optimize the centre locations and width of the hidden nodes (kernel functions). If the number of hidden nodes becomes large,
a huge number of parameters must be estimated. For example, if the optimum number of hidden node is 22 (in the case of chaotic series), 132 variables (22 nodes × 4 input dimensions in each node + 22 nodes’ × 2 (coefficients of kernel function a, b)) must be identified. To make a global search in feasible solution domain more effectively and efficiently, we recommend the following:

1. Choose 30% of initial solutions closed to the results obtained from OLS, and randomly generate the rest of the 70% initial solutions.
2. Due to the long chromosomes (132 variables), multi-crossover points should be adopted (5 to 12 crossover points are recommended; we used 11 crossover points.)
3. The GA parameters used in this study are population (1500), crossover rate (0·8), mutation rate (0·1) and generation (100).

TRAINING AND TESTING THE RBFN BY A CHAOTIC TIME SERIES

The prediction of future values of the chaotic Mackey-Glass time series generated by Equation (4) is recognized as a benchmark problem that has been used and reported by a number of researchers for comparing the learning and generalization ability of different neural networks (Moody and Darken, 1989; Jang, 1993). The Mackey-Glass chaotic time series is described by the following:

\[
\frac{dx(t)}{dt} = \frac{0·2x(t - \tau)}{1 + x^{10}(t - \tau)} - 0·1x(t) \quad (4)
\]

When \( \tau > 17 \), the equation shows chaotic behaviour. The goal of this task is to use known values of the time series up to the point \( x = t \) to predict the value at some point in the future, \( x = t + 6 \) in our case. To demonstrate the goodness of fit of the proposed methods and make the comparison with earlier work fair (Jang, d.) demonstrate the goodness of fit of the proposed methods using the input variables \( x(18) \), \( x(12) \), \( x(6) \) and \( x(t) \), respectively. To obtain the Mackey-Glass time series \( x(t) \), we also used the fourth-order Runge-Kutta method to find the numerical solutions of Equation (4). We extracted 1000 (\( t = 118 \) to \( 1117 \)) input-output data pairs. The first 500 pairs were used to train the networks, and the rest of the 500 pairs were then used to test the trained network. The root mean square error (RMSE) is used as the criterion for determining the structure of the built network and for selecting the units in the hidden layer.

Results

The size of network can effectively and efficiently be identified by the OLS algorithm based on a designed error tolerance parameter \( \rho \), which is important for balancing the accuracy and complexity of the network. To demonstrate the influence of the parameter, three different small values of tolerance parameter (i.e. \( 10^{-5}, 10^{-6}, 10^{-7} \)) were given. We found (1) the hidden node is 22, if \( \rho = 10^{-5} \), (2) the hidden node is 31, if \( \rho = 10^{-6} \) and (3) the hidden node is 63, if \( \rho = 10^{-7} \). It appears that the number of hidden nodes would increase as the error tolerance parameter decreased. The results of implementing the constructed RBFN by fusing OLS with GA(s) are shown in Table I. It appears that (1) the values of RMSE would decrease as the number of hidden nodes increases; (2) the constructed network could closely fit the actual values and give very small values of RMSE in all sets, i.e. training and testing sets; and (3) implementing the GA into the OLS (i.e. OLS + GA) can significantly improve the accuracy of the RBFN. Using the RBFN with 63 hidden nodes, the time series of real and estimated values and the residual time series in two different stages, i.e. training and testing, are presented in Figure 2. The desired and predicted values for training and testing data sets are essentially the same, where their differences (errors) can only be seen on a finer scale (Figure 2). As the number of hidden nodes is 63, the values of RMSE in both training and testing sets are smaller than those of the adaptive-network-based fuzzy inference systems model (Jang, 1993). The results demonstrate that the RBFN can be effectively constructed and the network can provide reliable and accurate prediction. Considering that the values of RMSE in two stages are all very small, we conclude that the constructed RBFN has captured the essential components of the underlying dynamics and can be implemented to configure the non-linear dynamic system such as flood forecast.

STUDY WATERSHED AND IMPLEMENTING THE PROPOSED RBFN FOR FLOOD FORECAST

To illustrate the practical application of the proposed model, the Lan-Yang River, northeastern Taiwan, is used

<table>
<thead>
<tr>
<th>Method</th>
<th># data</th>
<th>RBFN (22)</th>
<th>RBFN (31)</th>
<th>RBFN (63)</th>
<th>ANFIS*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OLS</td>
<td>OLS + GA</td>
<td>OLS</td>
<td>OLS</td>
</tr>
<tr>
<td>Training (500)</td>
<td>0·00923</td>
<td>0·00473</td>
<td>0·00604</td>
<td>0·00390</td>
<td>0·00275</td>
</tr>
<tr>
<td>Testing (500)</td>
<td>0·00933</td>
<td>0·00475</td>
<td>0·00635</td>
<td>0·00387</td>
<td>0·00249</td>
</tr>
</tbody>
</table>

*ANFIS, Adaptive-network-based fuzzy inference systems. These results are obtained from Jang (1993) for the purpose of comparison.
as a case study. The river originates on Nanhu Mountain at 3535 m above sea level and gradually descends from the west to the east in 73-km long running through to the Pacific Ocean. The steep Lan-Yang River sweeps masses of sandstone downstream, forming the alluvial plain with a drainage area of 980 km². The average annual temperature is 21.8 °C, has mean annual rainfall of 3170 mm that results in luxuriant vegetation and beautiful scenery. About 40% of the runoff is derived from summer rain related to typhoons. There is no dam on the entire river. The river provides the Lan-Yang Plain with water for irrigation and household use, and its estuary is one of most important coastal wetlands in Taiwan. The estuary is one of the nation’s three major fishing grounds and attracts more than 230 kinds of birds.
The available data

There are four rainfall stations upstream of the watershed and a water-level gauge station at the Lan-Yang bridge, which are all equipped with automatic rainfall amount (or water level) recorders and transmitted by wireless (Figure 3). The hourly rainfall and water level of the gauge stations are used. These are 23 typhoon (or heavy rainfall) events from the past 21 years (1981 to 2001), published by the Water Resources Agency, Taiwan. A total of 1632 data sets are obtained. The 23 events data are divided into three independent subsets: (i) the training, (ii) validation and (iii) the testing subsets. The training subset includes 15 events (1104 data sets), the validation subset has 5 events (288 data sets), while the testing subset has the remaining 3 events (240 data sets). The ratio of training sets to verification sets while the testing subset has the remaining 3 events (240 data sets). The training data set to verification subsets are repeatedly used to build networks and to adjust the connected weights of the constructed networks. Afterwards, the validation subset is used to simulate the performance of the built models for checking its suitability of generalization, and the best network is selected for later use. The testing data set is then used for final evaluation of the selected network performance.

To assess the models performances, RMSE, mean absolute error (MAE) and $G_{\text{bench}}$ are used. $G_{\text{bench}}$ is to compute the goodness of fit measures and shown as below.

$$G_{\text{bench}} = 1 - \frac{\sum_{i=1}^{n} (\hat{Q}_i - Q_i)^2}{\sum_{i=1}^{n} (\hat{Q}_i - Q_{i,\text{bench}})^2}.$$  

Here, $\hat{Q}_i$ and $Q_i$ represent the forecasted and observed water level, respectively. The variable $n$ means the number of data points. $Q_{i,\text{bench}}$ is the previous observed value, e.g. for $n$-step ahead prediction $Q_{i,\text{bench}} = Q_{i-n}$. If $G_{\text{bench}}$ is negative, the forecasting performance is poorer than the benchmark; if $G_{\text{bench}}$ is equal to zero, the performance is as good as the benchmark; If $G_{\text{bench}}$ is equal to one, it means perfect fit.

In the present study, the input dimensions are determined by the input variables and the lag time. To determine an appropriate feed-forward neural network structure for forecasting the streamflow at time $t + 1$ and $t + 2$ in this selected basin, we develop two different models for the BPNN and RBFN, namely,

Model 1: $Q(t + 1) = f(Q(t), Q(t - 1), Q(t - 2), R_1(t), R_1(t - 1), R_1(t - 2), R_2(t), R_2(t - 1), R_2(t - 2), R_3(t), R_3(t - 1), R_3(t - 2), R_4(t), R_4(t - 1), R_4(t - 2));$

Model 2: $Q(t + 2) = f(Q(t), Q(t - 1), R_1(t), R_1(t - 1), R_2(t), R_2(t - 1), R_3(t), R_3(t - 1), R_4(t), R_4(t - 1)),$

where $Q(t - i)$ represents the value of the Lan-Yang Bridge streamflow gauge station at time $t - i$ and $Q(t - i)$ and $R(t - i)$ and $R(t - i)$ represents the precipitation of the four rainfall gauge stations at time $t - i$. Because the drainage area of the study watershed is less than 1000 km² and the basin slope is quite steep, the time of concentration is short. Consequently, the input pattern is focused on the previous two-hours information only.

BPNN

The BP network is trained by using supervised learning to obtain the optimal values of the connected weights such that the energy function is a minimum. The conjugate gradient method is a well-known numerical technique used for solving various optimization problems. The conjugate gradient algorithm searches a system of conjugate directions on the error surface and updates the weights along these directions. In practice, the process makes good uniform progress towards the solution at every time step and has been found to be effective in finding better optimization than the standard BP algorithm (Ham and Kostanic, 2001). We use this algorithm to update the connecting weights during the training process.

Finding the optimal size of the networks

Determining the appropriate size of neural networks is very important for validity and efficiency. Since there is no systematic or standard method for finding the optimal number of hidden nodes, the optimal network size is based on trial and error in the circumstance. To determine the optimal BPNN for the given input-output patterns, we investigated several network architectures. Because the input vector is set the same as RBFN, i.e. 15 for one-step ahead and 10 for two-step ahead, respectively, and the output vector is 1 (one-step ahead or two-step ahead), only the number of nodes in the hidden layer needs to be determined. The networks with various numbers of hidden nodes, from 1 to 12, are performed; furthermore, each network is executed with 50 initial sets of connected weights and the best result is selected. The search results

Figure 3. Location of study area and gauge stations
of one-step ahead are shown in Figure 4. As shown, when the hidden layer has 9 nodes for one-step ahead, the constructed BPNN has suitable performance in the set and best performance in the validation set. For two-step ahead forecast, as the hidden layer has 13 nodes, the BPNN has the best performance. These results are used as a base to evaluate the adequacy of our proposed RBF neural networks. To determine the optimal RBFN for the given input-output patterns, the OLS method, which offers a systematic way for centre selection and can significantly reduce the size of the RBFN, is used. The Gaussian function is implemented as the Kernel function of the RBFN. The optimal number of nodes in the hidden layer obtained by the OLS method is 11 and 12 for one-step ahead and two-step ahead, respectively.

Results and Discussion

As presented above, the structures of BPNN for river flood forecasting have been identified based on a time-consuming trial and error procedures, whereas the proposed methodology that can systematically configure RBF network and estimate its parameters using a set of input-output patterns. Based on these constructed networks, the results of BPNN and RBFN are summarized in Table II. The results show that (1) the RBFN is superior to the BPNN in forecasting ability, where the RBFN obtains much lower forecasting errors and higher \( G_{\text{bench}} \) values as compared with the BPNN and (2) the RBFN can adequately produce one-step ahead streamflow forecasting with small MAE and high \( G_{\text{bench}} \) value. To closely investigate the performance of the RBFN, Figure 5 shows the hydrographs and scatter plots of observed versus one-step ahead forecasting of the RBFN in all the three phases, i.e., training, validation and testing, respectively. One can easily find that the forecast values of RBFN are highly correlative to the observed values of hydrographs and close to the ideal line in the scatter plots in all three phases.

For further investigating the applicability of the RBFN and BPNN networks on two-hour ahead forecasting, the above procedures were re-executed and the results are shown in Table III. Again, we can easily find that both networks can reasonably make two-hour ahead forecast, while the RBFN is superior to the BPNN, in terms of smaller RMSE and MAE values and higher value of \( G_{\text{bench}} \) in all three phases. Figure 6 represents the two-hour ahead forecast results, where the RBFN reasonably fits the ideal line and slightly wider spread from the ideal line than the one-hour ahead forecasts. It appears that the constructed RBFN has better forecasting performances, on both one-step and two-step ahead, than the constructed BPN in this study case. We demonstrate that the auto-configuring RBFN can effectively capture the essential components of the non-linear dynamic system and accurately forecast the short-term flood.

CONCLUSION

RBF networks have been widely used for modelling complex non-linear systems and for time series prediction. The configuration of an RBFN was usually divided into two stages: Using the unsupervised cluster method to select the number of hidden neurons for determining the structure of RBFN, and then search the optimal position of the RBF centres and the width of the RBFs. Even though previous works have demonstrated, or claimed, that it is usually faster to construct and train this type of network than that of multilayer perceptron networks, it could only be classified as a local search method and suffers from the time-consuming trial and error procedures. To continuously increase their popularity, we propose a systematic and efficient way to automatically construct

Figure 4. The root mean square error versus the number of nodes in the constructed back propagation neural network.
Figure 5. The hydrographs and scatter plots of observed versus one-step ahead forecasting of the radial basis function networks in three phases.

The superiority of the proposed algorithm over the conventional method in constructing and training the RBFN is first demonstrated through a benchmark problem—the chaotic Mackey-Glass time series. Our experimental results show the efficiency and effectiveness of the proposed approaches in predicting the chaotic time series. The auto-configuring strategy increases the confidence and promises of the RBFN to be widely and easily used. The proposed method is then applied to flood forecasting in the Lan-Yang River, Taiwan. For the purpose of comparison, the commonly used BPNN is also performed. The results demonstrate that the RBFN is superior to the BPNN in making one-hour ahead and two-hour ahead flood forecasts. The proposed strategy can systematically construct the structure (the number of hidden nodes) of the RBFN. Our strategy entails fusing the OLS algorithm, the GA and the LSE method to (1) directly identify the structure of RBFN, (2) search the position of the centres and the width of RBFs and (3) identify the linear weights of output layer. The time-consuming search problem is effectively solved and the resulting networks can provide better performance.
of RBFN and properly identify the network’s relative parameters (centres and their widths of kernel functions and linear weights of output layer) to make accurate flood forecasts.
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