Choosing a project risk-handling strategy: An analytical model
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Abstract

Project risk management includes the process of risk identification, analysis, and handling (response). Risk handling/response is the choice of a proper strategy to reduce the likelihood of the occurrence of risk events and/or the magnitude of their negative impact. Research on risk handling is mostly opinion- or case-based and, as such, it offers scant guidelines for making the decision. Managers often choose a risk-handling strategy based on their experience or preference toward risk, with no consideration of project characteristics (e.g., project size, slack, or technical complexity) and the associated financial implications. This study assumes that the choice of the risk-handling strategy should be aligned with unique project characteristics. This study constructed a conceptual framework that defines the relationship between risk-handling strategy and relevant project characteristics. A conceptual model was developed to describe the quantitative relationships among all variables. Accordingly, optimization analysis is performed to derive a minimum-cost risk-handling strategy for a particular risk event. The findings provide insights into how various project characteristics and risk situation affect the choice of a risk-handling strategy.
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1. Introduction

A project is defined as a series of related activities with a well-defined set of desired end results. Project management is defined as planning, directing, and controlling resources to achieve specific goals and objectives. Most projects are not deterministic since they are subject to risk and uncertainties due to external factors, technical complexity, shifting objectives/scopes, and poor management. The purpose of risk management is to identify risky situations and develop strategies to reduce the probability of occurrence and/or the negative impact of risky events. In practice, project risk management includes the process of risk identification, analysis, and handling (Gray and Larson, 2005). Risk identification requires recognizing and documenting the associated risk. Risk analysis examines each identified risk issue, refines the description of the risk, and assesses the associated impact. Finally, risk handling/response identifies, evaluates, selects, and implements strategies (e.g., insurance, negotiation, reserve, etc.) in order to
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reduce the likelihood of occurrence of risk events and/or lower the negative impact of those risks to an acceptable level. The risk-handling process includes the documentation of which actions should be taken, when they should be taken, who is responsible, and the associated handling costs.

In general, among the three risk-management functions, risk identification and analysis specify and predict the likelihood and the adverse impact of the risks, while risk handling/response is the phase when management could take actions to reduce the probability and/or magnitude of risks. In other words, risk handling plays a proactive role in mitigating the negative impact of project risks (Kerzner, 2006; Miller and Lessard, 2001). Risk handling is achieved by hiring experienced project managers, providing up-front safety training, acquisition of additional information, contracting for missing skills, minimizing project scope changes, etc. In the past, research concentrated more on risk identification and analysis due to their relevance to traditional financial and decision analysis. Despite its importance, risk handling has not received due attention in project risk research. Miller and Lessard (2001) and Royer (2000) contended that the risk-handling decision is frequently made without considering project risk characteristics and environment, which causes irrational management behavior toward managing project risks. This study develops an analytical model that defines the mathematical relationship between project risk parameters and risk event-handling cost. The model should enable managers, at the planning stage of a project, to select a minimum-cost risk-handling strategy for a particular risk event. The next section reviews previous studies pertinent to risk handling.

2. Literature review

The literature in project risk handling is limited to opinion-based discussion and case studies that illustrate the applications of various handling strategies. For instance, Anderson (1969) discussed the use of several strategies in reducing risk associated with national defense projects. Baillie (1980) reviewed examples of risk handling in weapon development projects, and Tsai (1992) interviewed management in weapon development projects and proposed seven risk-handling strategies. Becker et al. (1999) surveyed more than one hundred companies in the oil and gas industry on the use of various risk-response techniques; however, they did not explain their rationale for selecting particular risk-handling techniques. In order to define risk-response strategies, Royer (2000) discussed the use of brainstorming sessions with clients, project teams, and experts. Finally, the Project Management Body of Knowledge (Project Management Institute, 2004) provided a comprehensive review of various risk-handling strategies. Overall, these studies reviewed and suggested various risk-handling strategies in different types of projects. However, there is no discussion of the dimensions and characteristics of projects that are critical to the choice of handling strategy. It is not clear what variables impact the effectiveness of various handling strategies in different projects, be they R&D, construction, or new product development. More specifically, decisions aimed toward aligning handling strategy with unique project characteristics, risks, and external environment have not been addressed.

In practice, the choice of a specific risk-handling strategy is contingent on the risk situation and the project characteristics (Ala-Risku and Karakkai nen, 2006; Kwak and Stoddard, 2004; Miller and Lessard, 2001; Royer, 2000; Lefley, 1997; Bromiley and Curley, 1992). For example, management may purchase insurance to buffer against earthquakes, since the occurrence of the risk event cannot be “controlled” and the potential damage could be financially disastrous. In another type of situation, managers may choose to conduct a market survey when additional information might be valuable in reducing the probability of the occurrence of risk events. Only a few studies have attempted to match handling strategy with specific risk situation. March and Shapira (1987) and Wehrung et al. (1988) observed several risk situations (e.g., new product development, overseas market development, production facilities shutdown, and major customer complaints) in the industry and found that the choice of a risk-handling strategy was primarily associated with the management’s attitude toward risks and uncertainties. There was no consideration of unique project characteristics and external environment. Flanagan and Norman (1993) developed a framework for deciding on a risk-handling strategy based on the likelihood of occurrence and severity of the risks. Miller and Lessard (2001) used the extent of control over risks to determine the strategy of mitigating project risks. Fan et al.
(2001), based on case studies of construction projects, suggested that the choice of a risk-handling strategy depended on the extent to which managers were able to affect the probability of the occurrences of risk events. However, it is not clear how management should align risk-handling strategy with unique risk situations and project characteristics.

In summary, previous studies discussed applications of various risk-handling strategies but offered scant guidelines for choosing a strategy that matches the characteristics of projects and risks. Many managers often make risk-handling decisions based on personal attitudes and preference toward risk, which frequently results in irrational behavior patterns (Royer, 2000). Jaafari (2001) suggested that managers should improve risk handling by applying a more holistic approach to evaluating risk-handling decisions and developing quantitative models for integrating and evaluating risk-handling variables. This study develops an analytical model and guidelines that may help managers assess the effectiveness of various risk-handling strategies in minimizing damages associated with risk events. While the final choice of strategy may involve managers’ attitudes toward risk, the model provides managers a tool to aid in understanding the financial implications of their decisions. The following section develops a conceptual framework for risk-handling decisions including relevant parameters of the decision. Two risk-handling cost models are established to prescribe the theoretical relationships among those parameters. Optimization analysis of the cost models is then performed to investigate the pattern of selecting risk-handling strategies given specific project environment and characteristics. Finally, the guidelines for making risk-handling decisions are developed and future research is suggested.

3. Model development

3.1. Problem definition

This study followed previous studies (Royer, 2000; Wehrung et al., 1988) and classified all risk-handling techniques into two categories: risk prevention and risk adaptation. Note the unit of analysis in this project is “risk event”, and both techniques require taking actions to mitigate expected loss from risk events. Risk prevention refers to actions taken in the planning stage to reduce the probability of occurrence of risk events by acquiring additional information, improving communication with clients, hiring experienced project managers, choosing more reliable contractors, etc. For example, conducting a market survey could provide more information on new product development and thereby reduce the probability of product failure. In contrast, an adaptation strategy refers to actions implemented in the execution stage. The buffer and reserve required by this strategy are usually planned and prepared for through the project budget and schedule so that managers can reduce the damage/loss resulting from risk events. In contrast to risk prevention, risk adaptation aims at alleviating and reducing negative impacts resulting from the occurrence of risks. Examples of this strategy include the purchase of insurance to cover for monetary losses, the preparation of a budget reserve, searching for backup suppliers, etc. Under this classification scheme, the research question is defined as follows:

Given specific project characteristics and risk situation, should risk prevention, risk adaptation, or the combination of these two risk-handling strategies be applied to minimize the expected loss associated with a particular risk event?

A conceptual framework is developed next to identify relevant parameters and their relationships with risk-handling decisions.

3.2. Conceptual framework

Assume that the probability of the occurrence of event $E$ prior to risk handling is $P_1$, and this probability is reduced to $P_2$ (the posterior probability) after risk handling, $P_2 \leq P_1$. Let $L_1$ be the initial total loss from the occurrence of the event, and this loss is reduced to $L_2$ after risk handling, $L_2 \leq L_1$. The expected loss ($R_1$) prior to risk handling is $P_1 \times L_1$. Shapiro (1998) argued that managers implement risk handling when the current risk level ($R_1$) is not acceptable. The purpose of project risk handling then is to reduce the level of risk or expected loss from $R_1$ to an acceptable level $R_2$, where $R_2 < R_1$ and $R_2 = P_2 \times L_2$. (Table 1 provides the definition of all parameters used in this study.)

Since risk prevention attempts to reduce the probability of the occurrence of risk events, its implementation results in $P_2 < P_1$ and $L_2 = L_1$. Risk adaptation, on the other hand, alleviates losses from the occurrence of risk events, and the implementa-
tion of a risk-adaptation strategy results in $P_2 = P_1$ and $L_2 < L_1$. Fig. 1 displays two isoquants, $R_1$ and $R_2$. Each curve represents numerous combinations of probability ($P$) and loss ($L$) that would produce the same level of expected loss ($R = P \times L$). For example, combinations of various $P_2$ and $L_2$ on $R_2$ (or $AC$) curve derive the acceptable risk level $R_2$. Theoretically, managers could use alternative risk-handling options to reduce the expected loss from the current level of $R_1$ (represented by point $Y$) to an acceptable level $R_2$. For example, managers could choose a risk-adaptation strategy (indicated by the path $YA$) to reduce the expected loss from the original level $Y(P_1, L_1)$ to $A(P_1, L_2)$. The probability of the occurrence of project risks remains the same, while the magnitude of loss reduces due to the action taken. Alternatively, managers could take the risk-prevention option (path $YC$) to reduce the likelihood of the occurrence of the risk event to the new level $C(P_2, L_1)$. Finally, the third risk-handling option can be the combination of both risk-prevention and adaptation strategies (path $YB$) to reduce the expected loss from $Y$ to $B(P_b, L_b)$, where $P_2 \leq P_b \leq P_1$, $L_2 \leq L_b \leq L_1$. In short, these are three types of risk-handling strategies, $YA$, $YC$, and $YB$. All three strategies reduce the expected loss to $R_2$, but their implementation requires different financial resources and, thus, various levels of total costs. Therefore, the risk-handling decision can be framed as follows: What risk-handling strategy should managers choose in order to reduce the expected loss to an acceptable level at the lowest implementation cost?

**Table 1**

<table>
<thead>
<tr>
<th>Description of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
</tr>
<tr>
<td>$L_1$</td>
</tr>
<tr>
<td>$R_1$</td>
</tr>
<tr>
<td>$P_2$</td>
</tr>
<tr>
<td>$L_2$</td>
</tr>
<tr>
<td>$P_2$</td>
</tr>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>$\omega$</td>
</tr>
<tr>
<td>$\beta$</td>
</tr>
<tr>
<td>$r$</td>
</tr>
<tr>
<td>$s$</td>
</tr>
</tbody>
</table>

Fig. 2 is the conceptual framework that illustrates the relationships among several key parameters in the decision of risk handling. This conceptual framework was developed based on the observation from several large-scale construction projects (Fan et al., 2006). Large-scale construction projects are usually involved in enormous budgets over lengthy schedules, and they typically consist of various risk events including natural disasters, technical difficulties, insufficient information, politics, etc. For the purpose of this study, it is necessary to include risk events with a wide range of controllability and multiple events with the same level of controllability across projects. The field study of those construction projects was also used as the base for developing a mathematical model for risk handling in this study. In this conceptual framework, risk-handling strategy is defined as the means and actions taken to reduce the level of risk. In practice, the strategy that managers choose can be risk prevention, risk adaptation, or a combination of these two. This study assumes that the choice of strategy is determined by three parameters:
controllability of project risk, risk-handling costs, and project characteristics.

First, controllability of risk event refers to the likelihood of changing the probability distribution of the occurrence of the event (Miller and Lessard, 2001). This factor is used to define the nature of the risk situation. A low degree of controllability is often associated with risk events such as natural disasters (e.g., hurricane and earthquake) or economic conditions (e.g., fluctuations of inflation and exchange rates), where little can be done to change the probability of occurrence. In contrast, risk events with a high degree of controllability are often associated with technical, scheduling, and budget problems, which are easier (but not necessarily less expensive) to resolve compared with natural disasters. For example, the risk of receiving a late delivery of components can be reduced by a careful selection of reliable suppliers. Therefore, the level of controllability of project risk could affect the choice of a risk-handling strategy (Gray and Larson, 2005; Miller and Lessard, 2001). Intuitively, managers would adopt a risk-prevention strategy for a project with high levels of controllability, while a risk-adaptation strategy is more appropriate for a project with low levels of controllability. Table 2 lists some combinations of level of controllability and probable choice of risk-handling strategy based on observations from several major construction projects and the literature (Fan et al., 2001; Jaafari, 2001; Miller and Lessard, 2001). Many of those handling strategies can be adopted as contractual agreements but the choice of a specific strategy in relation to project characteristics could be challenging. While the choice is clear in the two extreme levels of controllability, the choice becomes less obvious for those risk events involving a medium range of controllability. Specifically, managers can choose either one of the two strategies or the combination to handle risk when the level of controllability is neither extremely high nor low. It is likely that the costs required to handle risk events would ultimately determine the choice of a specific handling strategy in a “non-extreme” situation.

Project characteristics include project size, technological complexity, level of schedule slack, and external economic and political factors. Those characteristics could affect the cost of different actions and, in turn, affect the choice of handling strategy. For example, collecting information and surveying the reliability of contractors improve the selection decision and is a possible option to reduce the likelihood of late completion, but the cost of a survey is likely to be higher in a more technically complicated project. In addition, a project with more slack time is more capable of buffering against schedule delay due to risk events. Politics also plays a major role in project risk (Al-Tabtabai and Alex, 2000). A nuclear plant construction project is likely to involve government regulations and environmen-
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Table 2

<table>
<thead>
<tr>
<th>Risk event</th>
<th>Controllability</th>
<th>Specific risk-handling actions</th>
<th>Type of risk-handling strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acts of God: earthquake, flood, hurricane, etc.</td>
<td>Low</td>
<td>Purchase insurance coverage</td>
<td>Risk adaptation</td>
</tr>
<tr>
<td>Fluctuations of exchange rate</td>
<td>Low</td>
<td>Prepare contingency fund</td>
<td>Risk adaptation</td>
</tr>
<tr>
<td>Occurrence of inflation</td>
<td>Low</td>
<td>Prepare reserve</td>
<td>Risk adaptation</td>
</tr>
<tr>
<td>Acquisition of land that involves relocating residents</td>
<td>Medium</td>
<td>Provide residents with substantial subsidies</td>
<td>Risk adaptation</td>
</tr>
<tr>
<td>Failure of on-time completion by subcontractors</td>
<td>Medium</td>
<td>• Perform more strict subcontractor selection</td>
<td>• Risk prevention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Select a second contractor</td>
<td>• Risk adaptation</td>
</tr>
<tr>
<td>Alternation of project specifications/scope</td>
<td>Medium</td>
<td>• Enhance control and communication</td>
<td>• Risk prevention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Set up contingency plan and provide design flexibility</td>
<td>• Risk adaptation</td>
</tr>
<tr>
<td>Underground barriers</td>
<td>High</td>
<td>Conduct more thorough underground investigation</td>
<td>Risk prevention</td>
</tr>
<tr>
<td>Integration of entire mass transportation systems</td>
<td>High</td>
<td>Subcontract to one single bidder</td>
<td>Risk prevention</td>
</tr>
</tbody>
</table>

---
3.3. Risk-handling cost model

Since a risk-handling strategy involves the possible application of risk prevention and/or risk adaptation, the total risk event-handling cost (TC) is, therefore, the sum of the two types of cost, risk-prevention cost ($C_p$) and risk-adaptation cost ($C_L$).

3.3.1. Risk-prevention cost ($C_p$) function

Recall that the purpose of risk handling is to reduce the level of risk or expected loss from $R_1$ to $R_2$, where $R_2 < R_1$ and $R_2 = P_2 \times L_2$. The implementation of a risk-prevention strategy results in $P_2 < P_1$ and $L_2 = L_1$. Prevention cost ($C_p$) is a function of $P_2$ with the following properties and assumptions:

- $C_p$ increases with the decrease of $P_2$. It costs to reduce the probability of the occurrence of a risk event.
- When $P_2 = P_1$, $C_p = 0$. No handling cost is incurred when the prior probability is equal to the posterior probability.
- $MC_p$ represents the marginal prevention cost, or the slope of $C_p$. $MC_p$ is negative due to the inverse relationship between $C_p$ and $P_2$. As $P_2$ approaches a small value (the posterior probability of occurrence of the event becomes extremely small), the marginal cost becomes extremely large, or $MC_p$ approaches $\infty$. In other words, it becomes more expensive to reduce the probability of occurrence further when the probability is already low.
- $k$ represents unit prevention cost where $k > 0$. $k$ is a measure of the difficulty or complexity of reducing risks by either obtaining additional information or overcoming technical and political obstacles. For a given $P_1$ and $P_2$, a larger $k$ is related to a larger $C_p$ and a smaller $MC_p$ (or larger absolute value of $MC_p$).

$C_p$ is also related to the level of controllability of project risks, $1 - \omega$, where $\omega$ is the proportion of uncertainty that cannot be reduced/controlled using current technology or information and $0 \leq \omega \leq 1$. Fig. 3 illustrates the concept of $1 - \omega$ and $\omega$. The

---

**Fig. 3. Level of controllability, $P_1$ = prior probability of the occurrence of the risk event. $P_2$ = posterior probability of the occurrence of the risk event. $1 - \omega$ = the level of controllability of the risk event.**
proportion \( P_1 - \omega \) is the amount of project uncertainty that can be feasibly removed, while \( P_2 - \omega \) represents the amount of uncertainty that is technically removable but is not removed with a specific handling strategy. A large value of \( \omega \) implies a low degree of controllability and, thus, a high value of \( MC_p \). Overall, \( MC_p \) can be defined as a function of \( P_2, \omega \), and \( k \):

\[
MC_p = \frac{-k}{(P_2 - \omega)}. 
\]  
(1)

The risk-prevention cost, \( C_p \), then is the integral of \( MC_p \) from \( P_1 \) to \( P_2 \), or

\[
C_p = \int_{P_1}^{P_2} MC_p \, dP_2 = \int_{P_1}^{P_2} \frac{-k}{(P_2 - \omega)} \, dP_2 = k \ln \left( \frac{P_1 - \omega}{P_2 - \omega} \right). 
\]  
(2)

### 3.3.2. Risk-adaptation cost (\( C_L \)) function

A risk-adaptation strategy intends to reduce loss resulting from risks. There are two types of loss, monetary loss (\( m \)) and schedule delay loss (\( t \)). In the case of monetary loss, the purpose of risk adaptation is to maintain a “buffer” to absorb the whole or partial loss associated with risk events. The buffer approach is similar to the concept of “organizational slack” with the purpose of increasing the effectiveness of adapting to external environmental uncertainties (Bourgeois, 1981; Gray and Larson, 2005). The risk-adaptation cost is treated as the opportunity cost associated with the provision of such a buffer. For instance, when insurance is used as a risk-adaptation strategy, the associated premium is the adaptation cost, and the insurance coverage is the buffer prepared to deal with the potential loss. Alternatively, we can establish a management reserve to reduce the impact of risk events (Gray and Larson, 2005). The literature suggests a linear relationship between the opportunity cost and the amount of potential loss, and rate of investment can be used as the estimation of \( C_L \) (Baumol, 1977).

In the case of loss due to schedule delay, the adaptation cost is estimated based on the concept of slack (\( \beta \)) (Stigler, 1961; de Vonder et al., 2005). Depending on the amount of slack in the project, the cost of establishing a time buffer varies. This concept is similar to project compression where the unit crash cost increases as the degree of crash intensifies (Kerzner, 2006). In other words, the handling (crash) cost increases exponentially with a decrease in slack. The risk-adaptation cost (\( C_L \)) has the following properties and assumptions:

1. \( C_L \) increases with the decrease of \( L_2 \).
2. When \( L_2 = L_1 \), \( C_L = 0 \).
3. In the case of monetary loss, the marginal adaptation cost (\( MC_L \)) is a constant \( r \), the rate of return on investment or insurance premium. The risk-adaptation cost (\( C_L \)) function is

\[
C_L = r(L_1 - L_2). 
\]  
(5)

4. In the case of time delay loss, the marginal cost of compressing a project schedule is lower when there is more slack time in the project. Assuming that \( s \) is the unit crash cost and that it increases exponentially with the decrease of \( \beta \) (the amount of slack), \( \beta \gg 0 \). The marginal cost function is

\[
MC_L = -se^{-\beta L_2}, \quad s > 0. 
\]  
(6)

When \( L_2 = 0 \), \( MC_L = -s \), which indicates that \( s \), the absolute value of \( MC_L \), is the marginal cost to absorb the last unit of possible time delay. \( \beta \) is the amount of slack in the project and the less the slack the higher the crash cost (\( s \) and \( |MC_L| \)). Therefore, the risk-adaptation cost function for time delay loss can be defined as

\[
C_L = \int_{L_1}^{L_2} MC_L \, dL_2 = \int_{L_1}^{L_2} -se^{-\beta L} \, dL_2 
\]

\[C_L = \frac{s}{\beta} (e^{-\beta L_2} - e^{-\beta L_1}). \]  
(7)

### 3.3.3. Risk-handling cost (\( TC \))

Given any particular risk event, its risk-handling cost (\( TC \)) includes risk-prevention and risk-adaptation costs or \( TC(P_2, L_2) = C_p + C_L \). This study assumes that risk events result in one of the two losses, monetary or schedule. Therefore, with the prevention cost function (Eq. (2)) and two adaptation cost functions (Eqs. (5) and (7)), we generated two TC functions as follows:

\[
TC_1 = k \ln \left( \frac{P_1 - \omega}{P_2 - \omega} \right) + r(L_1 - L_2), 
\]  
(8)

\[
TC_2 = k \ln \left( \frac{P_1 - \omega}{P_2 - \omega} \right) + \frac{s}{\beta} (e^{-\beta L_2} - e^{-\beta L_1}). 
\]  
(9)

These two cost functions are then used to perform an optimization analysis to identify the optimal level of \( P_2 \) and the minimum-cost handling strategy given the specific sets of risk situation (\( \omega \)), project characteristics, and handling costs (\( k, r, s, \beta \)), and the desired risk level (\( R_2 \)).
4. Optimization analysis

The primary purpose of this study is to identify an optimal strategy to reduce project risk from the current level \( R_1 \) to an acceptable \( R_2 \) with minimum cost as indicated by the following model:

\[
\text{Min } \quad \text{TC}(P_2, L_2) \\
\text{s.t. } \quad P_2 \times L_2 = R_2.
\]

Let \( p = P_2 \), \( l = L_2 \), \( \mu = R_2 / R_1 \), and \( 0 \leq \mu \leq 1 \). The above model can be rewritten as

\[
\text{Min } \quad \text{TC}(p, l) \\
\text{s.t. } \quad pl = mR_1 \\
0 \leq p \leq P_1; \quad 0 \leq l \leq L_1; \quad 0 \leq \mu \leq 1.
\]

Since \( l = \mu R_1 / p \), \( \text{TC} (p, l) = \text{TC} (p, \mu R_1 / p) \). Therefore, \( \text{TC} \) can be regarded as the function of \( p \) and \( \mu P_1 \leq p \leq P_1 \). Mathematically, we can take the first and second derivative of \( \text{TC} (p, \mu R_2 / p) \) to find the “optimal” acceptable risk level \( p^* \) that would minimize the risk event-handling cost in the restricted domain \([\mu P_1, P_1]\). Note that \( p^* \) is associated with the optimal combination of parameters (\( \omega, r \) (or \( s \)), \( \beta \) and \( k \)) that would provide the lowest cost to reach \( R_2 \). As illustrated in Fig. 1, we can classify various risk-handling strategies into three categories:

1. Risk prevention (\( YC \)), where \( p^* \sim \mu P_1 \).
2. Risk adaptation (\( YA \)), where \( p^* \sim P_1 \).
3. Mixed strategy (\( YB \)), where \( \mu P_1 < p^* < P_1 \).

The process and result of the cost optimization analysis for those two cost functions (Eqs. (8) and (9)) are presented in Appendix A. Table 3 summarizes the findings of the analysis. In short, the values of \( \omega \) and \( r R_2 / k \) (or \( s R_2 / k \) in the case of \( TC_2 \)) determine the optimal \( p \) value (\( p^* \)). A high \( R_2 / k \) value implies high opportunity cost (large \( r \)), large project scale (\( R_2 \)), or a low prevention cost (small \( k \)). When \( R_2 / k \) is large, \( p^* \) approaches the lower bound of the solution domain \( \mu P_1 \), implying the selection of a prevention strategy. On the other hand, when \( R_2 / k \) is small, \( p^* \) approaches the upper bound of the solution range, \( P_1 \), or \( p^* = P_1 \), which implies the selection of an adaptation strategy. Nonetheless, the effect of \( R_2 / k \) on the location of \( p^* \) is also affected by the value of \( \omega \). When \( \omega \) is extremely large (extremely low controllability), \( p^* \) always equals \( P_1 \) regardless of the value of \( R_2 / k \). As \( \omega \) decreases, \( p^* \) shifts from the upper bound (\( P_1 \)) to the middle of the domain (\( \mu P_1 < p^* < P_1 \)) and finally to the lower bound (\( \mu P_1 \)). Such movement of \( p^* \) implies switching from an adaptation to a mixed and then to a prevention strategy. This result is consistent with the previous observations presented in Table 2. When \( \omega \) is not extremely large, \( R_2 / k \) has greater impact on the value of \( p^* \). A large \( R_2 / k \) pushes \( p^* \) toward \( \mu P_1 \) (prevention), while a small \( R_2 / k \) moves \( p^* \) toward \( P_1 \) (adaptation). The remainder of this section discusses the managerial implications of the effects of \( \omega \) and \( R_2 / k \) on \( p^* \), or the selection of a project risk-handling strategy.

4.1. The value of controllability (\( 1-\omega \))

When \( \omega \) (the level of uncertain and uncontrollable proportion) has a large value (i.e., \( 1-\omega \) is small and the degree of controllability is low), its effect on the choice of risk-handling strategy dominates that of other parameters (\( r, s, k, R_2 \)). For example, it is unlikely that managers are able to do anything to reduce the probability of the occurrence of acts of God. Therefore, the likely strategy to be implemented is risk adaptation, such as purchasing insurance coverage to reduce the negative impact of risk events. As \( \omega \) begins to
decrease (project controllability increases), prevention or a combination of the two strategies becomes more probable. Various project characteristics ($R^2_r/k$ or $sR^2_r/k$) are then assessed to determine a minimum-cost risk-handling strategy.

4.2. The value of $R^2_r/k$ (or $sR^2_r/k$)

Note that the term $R^2_r/k$ (or $sR^2_r/k$) represents the project characteristics in terms of project size, complexity, financial, and project slack situations. Table 4 summarizes the practical implications of these parameters using examples from several construction projects. First, $k$ is the unit cost of reducing the probability of the occurrence of risk events, which is a surrogate of the difficulty of reducing risks by obtaining additional information or the complexity of overcoming technical obstacles. A larger $k$ value indicates a higher cost of risk prevention, which encourages the selection of a risk-adaptation strategy. Next, $r$ (or $s$) represents the cost of creating a monetary (or time) buffer for risk uncertainty. A small value of $r$ (or $s$) (e.g., insurance premium, monetary reserve, and crashing cost) is equivalent to a low adaptation cost. Finally, $R^2_2$ represents the acceptable expected loss by decision-makers. Managers who are risk-seekers may be willing to set a relatively high $R^2_2$ level, while risk-averters will choose a lower $R^2_2$ level. Moreover, the value of $R^2_2$ is likely to be associated with the size of projects as well. The expected loss on large-scale projects is high and managers would accept a larger $R^2_2$ than on small projects. Thus, managers are more inclined to choose a risk-prevention strategy to reduce the damage of risk events when the project scale and the expected loss are large.

Overall, a high $R^2_r/k$ value implies a relatively high adaptation cost and the preference of a prevention strategy. When there is a high crashing cost (large $s$), a high opportunity cost (large $r$), a large project scale ($R^2_2$), or a low prevention cost (small $k$), $R^2_r/k$ is large and risk prevention is a more economical option. In contrast, a risk-adaptation strategy is associated with low crashing cost, low opportunity cost, small project scale, and high prevention cost. Fig. 4 displays the general pattern of risk-handling decisions with regard to the values of $R^2_r/k$ and $\omega$. A risk-prevention strategy is chosen (see zone 1) with large values of $R^2_r/k$ and small $\omega$, which represents a combination of high controllability, high crashing cost (large $s$), high opportunity cost (large $r$), large project scale ($R^2_2$), or low prevention cost (small $k$). If controllability is low, prevention cost is very high, and crashing and opportunity costs are low (see zone 3), a risk-adaptation strategy is selected. Moreover, when the level of controllability is extremely low, the effect of project characteristics becomes less significant, and

Table 4

<table>
<thead>
<tr>
<th>Project characteristics</th>
<th>Implications</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. High level of technological complexity involved in the project</td>
<td>Difficult to obtain information</td>
<td>Large $k$ value</td>
</tr>
<tr>
<td></td>
<td>Difficult to handle obstacles encountered</td>
<td></td>
</tr>
<tr>
<td>2. High level of involvement by various parties</td>
<td>Difficult to communicate or resolve conflicts</td>
<td>Large $k$ value</td>
</tr>
<tr>
<td>3. Weak technical background or lack of expertise and experience in project team</td>
<td>Difficult to deal with unexpected events</td>
<td>Large $k$ value</td>
</tr>
<tr>
<td>4. Companies are undertaking many similar projects simultaneously</td>
<td>Tight financial situation</td>
<td>Large $r$ value</td>
</tr>
<tr>
<td>5. Benign environment with little political interference, flexible regulations and favorable economy</td>
<td>More project execution flexibility</td>
<td>Low $r$ and $s$ values</td>
</tr>
<tr>
<td></td>
<td>More financial resources and time buffers</td>
<td></td>
</tr>
<tr>
<td>6. Tight project schedule</td>
<td>Little time slack</td>
<td>Large $s$ value</td>
</tr>
<tr>
<td>7. Large project scale</td>
<td>High expected project risk loss</td>
<td>Large $R^2_2$ value</td>
</tr>
</tbody>
</table>

Fig. 4. Choice of risk-handling strategy (*zones can be defined using Eqs. (A1) and (A2) in Appendix A).
a risk-adaptation strategy is always preferred. Managers are more likely to purchase insurance to buffer potential loss against catastrophes such as earthquakes and floods. Finally, in the situation where the controllability of the project is not clear (i.e., is not at either extreme; see zone 2), the mixed strategy could be adopted to minimize the total handling cost.

The result of the optimization analysis of TC2 also indicates that an adaptation strategy is preferred when there is a high level of slack ($\beta$) available.

5. Numerical example

The purpose of this section is to exemplify how the mathematical model (Eq. (8)) and the decision model (Fig. 4) could enable managers with risk-handling decision-making. As both the mathematical and the decision models indicate, managers need three parameters, $R_2$, $k$, and $r$, to select an optimal handling strategy. We use the “underground barrier” risk event in Table 2 as an example to illustrate the application of the proposed models. Suppose the a priori probability of damaging underground cables ($P_1$) is 0.5, and the cost to remove the barriers and compensate for the damage is $100,000, the expected loss ($R_1$) would be $50,000 or 0.5 \times 100,000. If managers intend to reduce the expected loss by 50% to achieve a targeted level of $R_2 = 25,000$, the following three options are available.

5.1. Prevention strategy (YC in Fig. 1)

Since $P_2 = P_1 \times 0.5 = 0.25$ and $L_2 = L_1$, the total risk-handling cost can be computed using Eq. (8).

$$\text{TC (prevention)} = k \ln \left( \frac{0.5 - 0}{0.25 - 0} \right) + r(0) = 0.7k.$$ 

Note that the $k$ value represents the cost of obtaining additional information to reduce the level of uncertainty, and it can be estimated indirectly in practice. In this example, reducing the probability of encountering underground barriers to 25% can be achieved through gathering additional information such as the map of the current underground cable or water pipe network. The cost involved would be the fee of acquiring the cable/pipe network information from the city government and any associated administration cost. In reality, gathering such information would not be huge. Suppose the cost is $500, then the total handling cost of the prevention strategy would be 0.7($500) or $350.

5.2. Adaptation strategy (YA in Fig. 1)

With an adaptation strategy, $P_2 = P_1 = 0.5$ and $L_2$ is reduced from the original level ($L_1 = 100,000$) to $50,000$ (or $25,000/0.5$) in order to reach the targeted $R_2$ level. Therefore, the total risk-handling cost is

$$\text{TC (adaptation)} = k \ln(1) + r(100,000 - 50,000) = 50,000r.$$ 

Managers can provide contingent reserve or purchase insurance to reduce the expected loss to $L_2 = 50,000$. The cost of both options is related to the opportunity cost of the premium rate. While the exact insurance fee may depend on the nature of the construction and the technical complexity of operations, such information is available in reality. A rate of 1% would result in the handling cost of TC = 50,000(0.01) or $500.

5.3. Mixed strategy (YB in Fig. 1)

Under this strategy, the manager can find various combinations of $P_2$ and $L_2$ that would result in the targeted level of $R_2$, $25,000$. Taking the pair of $P_2 = 0.4$ and $L_2 = 62,500$ as an example, we can compute the upper bound of the handling cost assuming that $k$ and $r$ remain the same.

$$\text{TC} = 500 \ln(0.5/0.4) + 0.01(100,000 - 62,500) = 485.$$ 

Consequently, the prevention strategy has the lowest cost ($350) to achieve the lower level of expected loss ($R_2 = 25,000$).

Continuing with this numerical example, we can further illustrate the practical relevance of the decision model in Fig. 4 by analyzing the interactions between $R_2$, $k$, and $r$. If managers attempt to achieve an even lower $R_2$ level such as $\#5000$, then the total cost for the three options with the same $k$ and $r$ values are $1151$ (prevention), $990$ (adaptation), and $1208$ (mixed), respectively. Therefore, adaptation becomes the most economical risk-handling strategy. This finding is consistent with the behavior of the decision model in Fig. 4, where an adaptation strategy becomes more attractive when $R_2$ becomes small. Alternatively, if it requires both cable network information and further underground investigation to reduce the probability of damaging underground cable networks, the value of
$k$ increases and both the cost model and the decision model would indicate the preference of adaptation strategy.

Finally, assuming that the construction project is technically complex and the insurance fee or the cost providing contingent reserve is high, the opportunity cost could increase to 4%. Keeping $R_2$ and $k$ unchanged, the total cost of the three handling strategies becomes $1151$ (prevention), $3600$ (adaptation), and $3458$ (mixed), respectively. Therefore, the manager could select prevention as the best risk-handling strategy, which is again consistent with the suggestion from the decision model in Fig. 4. What is worth noting is the feasibility of estimating the values of those parameters in practice.

In summary, this numerical example is used to demonstrate the practical relevance of the proposed cost model and the decision model in Fig. 4. Note that PMI (2004) also offers the following suggestions for assessing risk-related parameters.

Risk can be assessed in interviews or meetings with participants selected for their familiarity with risk categories on the agenda. Project team members and, perhaps, knowledgeable persons from outside the project, are included. Expert judgment is required, since there may be little information on risks from the organization’s database of past projects.” (Project Management Body of Knowledge, 2004, p. 251)

Namely, if the parameters are not readily available, expert judgment can be a reliable source for assessing their values.

6. Conclusions

Despite its importance to the success of project management, risk management is rarely approached with the same rigor as other project management processes such as project scope and scheduling. The lack of a systematic approach in making the risk-handling decision has contributed to irrational behavior patterns managers exhibit to fend off the impact of project risks (Royer, 2000). It is suggested that the development of quantitative models for integrating and evaluating risk-handling variables is necessary to improve risk handling and, therefore, risk management (Stewart and Fortune, 1995).

This study establishes a conceptual framework for risk-handling decisions, which defines relationships among risk-handling strategy, project characteristics (project size, slack, unit prevention cost), and risk situation (level of risk controllability). We developed a mathematical model of risk-handling (prevention and adaptation) costs and performed an optimality analysis to determine the minimum-cost strategy. The primary purpose is to enable managers, at the planning stage of a project, to quantify relevant parameters, to rationalize and analyze alternatives, and to select a particular risk-handling strategy that could minimize handling cost for a particular risk event. Theoretically, this study contributes to the development of the conceptual framework of risk-handling decisions (with identification of important project risk parameters), risk-handling cost models, and the relationship between the optimal handling strategy and project characteristics and risk situation. Managerially, we provided guidelines for selecting a minimum-cost risk-handling strategy that would reduce the risk of an event to an acceptable level, given a set of project characteristics and risk situation. No longer will managers make a risk-handling decision based simply on their attitude toward risks without considering unique project characteristics, risk situation, and cost implications. The following is a summary of the guidelines developed:

1) When the complexity of a project (defined as ease of conducting internal and external communication among parties, obtaining necessary information, keeping project specifications/scope intact, etc.) is low and the unit prevention cost is low, a risk-prevention strategy is preferred.

2) When the project team has strong management skills (e.g., complete information network, strong project experience and ability), the ability to reduce the prior probability of risk is high. Therefore, the unit prevention cost is likely to be low, and a risk-prevention strategy gives lower cost.

3) For a specific risk event, the larger the project scale, the more likely risk a prevention strategy will be adopted to minimize total cost.

4) When financial resources are sufficient and the likelihood of increasing project budget is high, the unit cost of monetary reserve is low, and thus a risk-adaptation strategy is preferred.

5) For projects with little slack and high pressure for on-time completion, the unit cost of crash is high, and a risk-prevention strategy is preferred.
A few issues may limit the generalization of the results. First, all the project characteristics ($R_2$, $r$, $s$, and $k$) in the risk-handling cost models were identified, analyzed, and discussed based on observations from a few major construction projects and previous project management literature. While the literature supported the selection of those parameters in defining project characteristics, it is not clear whether any other critical parameters were missed in the analysis. Practitioners have suggested managing different types of projects differently. While all cost models were developed without assuming a specific type of project, the effects of parameters in other types of projects, such as R&D, need further study. Case studies in other industries are necessary to confirm the significance of those parameters to the decision of risk handling. Future research must collect empirical data to confirm the proposed framework and the cost model.

Another limitation of this study is related to the estimation of model parameters. The values for most of the parameters in risk management are derived from estimation (Project Management Institute, 2004). Nonetheless, Pender (2001) and Zahir et al. (2002) suggested that traditional use of the probability theory is insufficient to estimate the values of risk-management parameters, and the theory of fuzzy set should be applied to produce the estimation. In reality, quantifying the variable controllability would not be a trivial task. We suggest that the estimate of controllability be made based on $P_1$ and $P_2$, the prior and posterior probability of the occurrence of the risk event. Both $P_1$ and $P_2$ have been used in project risk-management research, and the difference of those two values would be an estimate of controllability. Considering the importance of including the concept of controllability as suggested by the literature, future studies should investigate the estimation of this variable.

Finally, it is worthy of note that the decision framework in Fig. 2 can be extended by including the comparison of the best cost of risk-handling strategy and the reduction of reduced expected loss. With such cost–benefit comparisons, the final risk-handling decision will be made based on a manager’s utility function, or the attitude toward risk (Holloway, 1979). In this case, the proposed framework in Fig. 2 and the cost analysis provide valuable quantitative information for making the risk-handling decision based on utility theory.

### Appendix A. Optimization analysis

#### A.1. Optimization analysis for TC$_1$

Substitute $l = R_2/p$ to Eq. (8) and

$$\text{TC}_1 = k \ln \left( \frac{P_1 - \omega}{P_2 - \omega} \right) + r(L_1 - L_2).$$

To minimize the level of TC$_1$ within the close domain $[\mu P_1, P_1]$ we can take the derivative of TC$_1$ with respect to $p$.

$$d\text{TC}_1 = \frac{-k}{p - \omega} + \frac{rR_2}{p^2} = \frac{-kp^2 + rR_2p - rR_2\omega}{p^2(p - \omega)}.$$  

The determinate coefficient of $-kp^2 + rR_2p - rR_2\omega$ is $2R_2 - 4k\omega$. Given the value of $rR_2 - 4k\omega$, TC$_1$ can be solved as

1. $rR_2 - 4k\omega \leq 0$ and $d\text{TC}_1 \leq 0$. TC$_1$ is, therefore, decreasing, and $p^*$ equals the upper bound of $[\mu P_1, P_1]$, or $P_1$.

2. $rR_2 - 4k\omega > 0$. Solving for $d\text{TC}_1$ and $p^* = rR_2 \pm \sqrt{rR_2(rR_2 - 4k\omega)/2k}$. Let $p_1^* = rR_2 - \sqrt{rR_2(rR_2 - 4k\omega)/2k}$ and $p_2^* = rR_2 + \sqrt{rR_2(rR_2 - 4k\omega)/2k}$.

Since $d^2\text{TC}_1(p_1^*) \geq 0$ and $d^2\text{TC}_1(p_2^*) \leq 0$, TC$_1$ is convex at $p_1^*$ and concave at $p_2^*$. Mathematically, the minimum level of TC$_1$ is determined by the relations among $p_1^*$, $p_2^*$, $\mu P_1$, and $P_1$. There are a total of six possible relations: $p_1^* \geq P_1$, $\mu P_1 < p \leq p_2^*$, $\mu P_1 < p_1^* < p \leq p_2^*$, $\mu P_1 < p_1^* < p_2^*$, $\mu P_1 < p_1^* < p_2^*$, or $\mu P_1 < p_1^* < p_2^* \leq P_1$. Fig. 5 displays the location of the optimal solution in these six possible cases. In any case, the optimal solution or the lowest TC$_1$ level is located between the boundaries of $p_1^*$ = $P_1$ and $p_2^*$ = $\mu P_1$. (Note that $p_1^* \leq p_2^*$.) Since this study is interested in investigating the effect of project characteristics (defined by $r$ (or $s$), $R_2$, and $k$), $P_1$ and $\mu P_1$ are rearranged as follows:

$$p_1^* = \frac{rR_2 - \sqrt{rR_2(rR_2 - 4k\omega)}}{2k} = P_1 \Rightarrow \frac{rR_2}{k} = \frac{P_1^2}{P_1 - \omega},$$

(A1)

$$p_2^* = \frac{rR_2 + \sqrt{rR_2(rR_2 - 4k\omega)}}{2k} = \mu P_1 \Rightarrow \frac{rR_2}{k} = \frac{\mu^2 P_1^2}{\mu P_1 - \omega}.$$  

(A2)

Using Eqs. (A1) and (A2), we can then generate various combinations of $rR_2/k$ and $\omega$, given a
specific $P_1$ value. Accordingly, we can develop the pattern of risk-handling strategy selection as displayed in Fig. 4, where $rR_2/k$ and $\omega$ are treated as vertical and horizontal axes, respectively.

A.2. Optimization analysis for TC 2

Substitute $l = R_2/p$ to Eq. (9) and

$$\text{TC}_2 = k \ln \left( \frac{P_1 - \omega}{p - \omega} \right) + \frac{s}{p} \left( e^{-\beta R_2/p} - e^{-\beta L_1} \right)$$

$$\text{dTC}_2 = \frac{-k}{p - \omega} + \frac{sR_2}{p^2} e^{-\beta R_2/p}.$$

We can simulate the values of parameters in TC 2 and derive the following findings.

1. When $\beta \sim 0$,

$$\text{TC}_2 = \lim_{\beta \to 0} \left[ k \ln \left( \frac{P_1 - \omega}{p - \omega} \right) + \frac{s}{p} \left( e^{-\beta R_2/p} - e^{-\beta L_1} \right) \right] = k \ln \left( \frac{P_1 - \omega}{p - \omega} \right) + \lim_{\beta \to 0} \left[ \frac{s}{p} \left( e^{-\beta R_2/p} - e^{-\beta L_1} \right) \right].$$

Since $\lim_{\beta \to 0} \left[ \frac{s}{p} \left( e^{-\beta R_2/p} - e^{-\beta L_1} \right) \right] = s \left( L_1 - \frac{R_2}{p} \right)$,

$$\text{TC}_2 = k \ln \left( \frac{P_1 - \omega}{p - \omega} \right) + s \left( L_1 - \frac{R_2}{p} \right).$$

Other than replacing $r$ by $s$, this cost function is the same as TC 1 in Section A.1 of Appendix A. Therefore, the result of the optimality analysis for TC 2 will be the same as TC 1.

2. When $\beta > 0$, the optimal value approaches $P_1$. The implication is that adaptation strategy is preferred when there is a high level of organizational slack available.
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