Non-Gaussian statistics of soliton timing jitter induced by amplifier noise
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Based on first-order perturbation theory of the soliton, the Gordon–Haus timing jitter induced by amplifier noise is found to be non-Gaussian distributed. Both frequency and timing jitter have larger tail probabilities than Gaussian distribution given by the linearized perturbation theory. The timing jitter has a larger discrepancy from Gaussian distribution than does the frequency jitter. © 2003 Optical Society of America

The Gordon–Haus (GH) timing jitter of the fiber soliton that is due to amplifier noise is usually assumed to be Gaussian distributed when first-order perturbation theory of the soliton is used. Previous studies by soliton interactions and regeneration but not proved that the non-Gaussian timing jitter is induced by soliton interactions and regeneration but not by amplifier noise alone. When a first-order soliton perturbation is linearized, the GH timing jitter is indeed Gaussian distributed. However, if the equations from first-order perturbation are not linearized, as shown later, the amplitude, frequency, and timing jitters are all non-Gaussian distributed.

From the first-order perturbation theory of a soliton with amplifier noise alone, the soliton parameters evolve according to the following stochastic differential equations (SDEs):

\[
\frac{dA}{d\zeta} = n_A(\zeta), \tag{1}
\]

\[
\frac{d\Omega}{d\zeta} = n_\Omega(\zeta), \tag{2}
\]

\[
\frac{dT}{d\zeta} = -\Omega + n_T(\zeta). \tag{3}
\]

The phase perturbation is not shown in Eqs. (1)–(3) because it is not used here. Equations (1)–(3) are assumed Stratonovich but not as Itô SDEs. All the noise terms of \(n_A(\zeta), n_\Omega(\zeta),\) and \(n_T(\zeta)\) are independent Gaussian processes with autocorrelations of \(\sigma^2_n,\)

\[
E[n_A(\zeta_1)n_A(\zeta_2)] = A\sigma^2_n\delta(\zeta_1 - \zeta_2), \tag{4}
\]

\[
E[n_\Omega(\zeta_1)n_\Omega(\zeta_2)] = A^2 3\sigma^2_n\delta(\zeta_1 - \zeta_2), \tag{5}
\]

\[
E[n_T(\zeta_1)n_T(\zeta_2)] = \frac{\pi^2}{12A^2} \sigma^2_n\delta(\zeta_1 - \zeta_2), \tag{6}
\]

where \(\sigma^2_n\) is the noise variance and \(E[\cdot]\) denotes expectation. From Eqs. (4) to (6) the variances depend on the amplitude of \(A(\zeta)\) and amplitude jitter transfers to both frequency and timing jitter. If the amplitude in the variances of Eqs. (4)–(6) is assumed to be constant \([A(\zeta) = A(0) = A_0]\) as a first-order approximation, amplitude, frequency, and timing jitters are indeed Gaussian distributed. The inclusion of amplitude jitter in Eqs. (4)–(6) is still within the assumption of the first-order soliton perturbation theory. The nonlinear first-order perturbation can be interpreted as repeated usage of the linearized first-order perturbation.

Based on Eqs. (1) and (4) with an initial value of \(A(0) = A_0,\) the amplitude jitter is

\[
A(\zeta) = \left(A_0^{1/2} + \frac{w_A(\zeta)}{2}\right)^2 \tag{7}
\]

as a noncentral chi-square-distributed random process with a variance of \(1/4\sigma^2_n\), where \(w_A(\zeta)\) is a Wiener process with an autocorrelation of \(E[w_A(\zeta_1)w_A(\zeta_2)] = \sigma^2_n \min(\zeta_1, \zeta_2).\)

Using Eqs. (2) and (5) yields a frequency jitter of

\[
\Omega(\zeta) = \int_0^\zeta \left(A_0^{1/2} + \frac{w_A(\zeta)}{2}\right)dw_0, \tag{8}
\]

with a variance of

\[
\sigma^2_\Omega(\zeta) = \frac{1}{3} A_0 \sigma^2_n + \frac{1}{24} \sigma^4_n \zeta^2, \tag{9}
\]

where \(w_0(\zeta)\) is a Wiener process with an autocorrelation of \(E[w_0(\zeta_1)w_0(\zeta_2)] = 1/3\sigma^2_n \min(\zeta_1, \zeta_2)\) and is independent of the Wiener process of \(w_A(\zeta).\)

The timing jitter in Eq. (3) has two terms. The first term of \(-\Omega\) gives the GH timing jitter and increases with \(\zeta^3,\) and the second term of \(n_T(\zeta)\) is just the projection of amplifier noise into the timing jitter. The first term of the GH timing jitter is far more interesting than the second. The SDE of \(dT_{GH} = -\Omega d\zeta\) has a solution of

\[
T_{GH}(\zeta) = -\int_0^\zeta (\zeta - \zeta_1) \left[ A_0^{1/2} + \frac{w_A(\zeta)}{2}\right]dw_0, \tag{10}
\]

with a variance of

\[
\sigma^2_T(\zeta) = \frac{1}{3} A_0 \sigma^2_n \zeta^3 + \frac{1}{144} \sigma^4_n \zeta^4. \tag{11}
\]

Similar to option pricing with stochastic volatility, the characteristic functions of frequency \(\Omega(\zeta)\) and GH timing jitter \(T_{GH}(\zeta)\) are

\[
\Psi_{\Omega(\zeta)}(\nu) = G_1 \left( \frac{\nu^2 \sigma^2_n}{6} \right), \tag{12}
\]

\[
\Psi_{T_{GH}(\zeta)}(\nu) = G_2 \left( \frac{\nu^2 \sigma^2_n}{6} + \frac{\nu^4 \sigma^4_n}{144} \right), \tag{13}
\]

where \(G_1(\cdot)\) and \(G_2(\cdot)\) are characteristic functions of normal and noncentral chi-square distributions, respectively.
From the frequency jitter in Eq. (8), the non-Gaussian distribution is induced by the term of $1/2 \int_0^\infty w_\lambda dw_1$, i.e., the noise and noise interaction. The second-order soliton perturbation also includes noise and noise interaction.\textsuperscript{20,21} However, Eqs. (1)–(3) with noise variances from Eqs. (4) and (5) are directly from the first-order perturbation of a soliton.\textsuperscript{4–6} Similarly, the non-Gaussian timing jitter of Eq. (10) is induced by the term of $1/2 \int_0^\infty (\xi - \xi_1) w_\lambda dw_1$, which also includes noise–noise interaction.

The probability density functions of frequency and GH timing jitter are the inverse Fourier transforms of the corresponding characteristic functions of Eqs. (12) and (13), respectively. Figure 1 plots the probability density of frequency and GH timing jitter compared with the Gaussian distribution with variances of Eqs. (9) and (11), respectively. The probability density functions are shown for SNRs of $\rho_0 = 10$ and 20. The horizontal axis is normalized with respect to the standard deviation of frequency $\sigma_\xi$ and timing $\sigma_T$ jitter [see Eqs. (9) and (11)] for Figs. 1(a) and 1(b), respectively. Because the characteristic functions of Eqs. (12) and (13) are even real functions, the probability density functions are also even functions. Figure 1 plots only the positive frequency and timing jitters. Comparison of the frequency jitter of Fig. 1(a) and the timing jitter of Fig. 1(b) shows that

If the amplitude jitter is approximated as $A(\xi) \approx A_0$ in both variances of Eqs. (4) and (5), we obtain

$$G_1(\lambda) \approx \exp(-\lambda A_0 \xi),$$

$$G_2(\lambda) \approx \exp(-\frac{1}{3} \lambda A_0 \xi^3),$$

which are valid for high signal-to-noise ratio (SNR) of $\rho_0 = A_0/(\sigma_n^2 \xi)$. With approximations (22), the characteristic functions of Eqs. (12) and (13) are zero-mean Gaussian characteristic functions with variances of Eqs. (9) and (11), respectively, without the second term. The second term in Eqs. (9) and (11) increases the jitter variances by fractions $1/8 \rho_0^{-1}$ and $1/16 \rho_0^{-1}$, respectively.
the frequency jitter has a distribution closer to the Gaussian distribution than does the timing jitter.

Figure 2 plots the tail probabilities that correspond to the probability density functions of $p(x)$. The tail probability is defined as

$$ R_x = \int_x^\infty p(x) \, dx $$

for a probability density function of $p(x)$. The tail probability is compared to the complementary error function of

$$ \operatorname{erfc}(x) = 1 - \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt $$

that is, the tail probability of the Gaussian distribution in Fig. 1. Comparing the tail probability of the frequency jitter of Fig. 2(a) and the timing jitter of Fig. 2(b), the frequency jitter is closer to the Gaussian distribution than is the timing jitter.

Both Figs. 1 and 2 are plotted on a logarithmic scale to show the difference at the tail distribution of both frequency and timing jitters to the Gaussian distribution. The non-Gaussian distribution leads to higher error probability than that of a Gaussian distribution. Figure 2(b) shows that the GH limit\(^2\) for an error probability of $10^{-9}$ decreases by 7% [from 6.00 to 6.42 of $\sigma_T(\xi)$] and by 13% [from 6.00 to 6.76 of $\sigma_T(\xi)$] for $\rho_0 = 20$ and 10, respectively. As a comparison, the timing jitter standard deviation [see Eq. (11)] increases by factors of 0.16% and 0.31% for $\rho_0 = 20$ and 10, respectively.

Both Figs. 1(b) and 2(b) show that the distribution of GH timing jitter differs from the Gaussian distribution at the tail. Comparison of the generating function of Eq. (17) and the Gaussian approximation of (22) yields the non-Gaussian timing jitter distribution of

$$ \left( \frac{f_\lambda(\xi)}{f_\lambda(0)} \right)^{1/2} \exp(\lambda^2 \sigma_n^2 A_0 \beta^2), $$

which is obviously non-Gaussian.

In conclusion, based on the first-order soliton perturbation theory, both frequency and timing jitters were found to be non-Gaussian distributed. If the perturbation equations are linearized, amplitude, frequency, and timing jitters would all be Gaussian distributed. The timing jitter distribution differs more from a Gaussian distribution than does the frequency jitter.
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