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\section*{A B S T R A C T}

The risk estimates calculated from the conventional risk assessment method usually are compound specific and provide limited information for source-specific air quality control. We used a risk apportionment approach, which is a combination of receptor modeling and risk assessment, to estimate source-specific lifetime excess cancer risks of selected hazardous air pollutants. We analyzed the speciated PM\textsubscript{2.5} and VOCs data collected at the Beacon Hill in Seattle, WA between 2000 and 2004 with the Multilinear Engine to first quantify source contributions to the mixture of hazardous air pollutants (HAPs) in terms of mass concentrations. The cancer risk from exposure to each source was then calculated as the sum of all available species’ cancer risks in the source feature. We also adopted the bootstrapping technique for the uncertainty analysis. The results showed that the overall cancer risk was 6.09 \times 10^{-5}, with the background (1.61 \times 10^{-5}), diesel (9.82 \times 10^{-6}) and wood burning (9.45 \times 10^{-6}) sources being the primary risk sources. The PM\textsubscript{2.5} mass concentration contributed 20\% of the total risk. The 5th percentile of the risk estimates of all sources other than marine and soil were higher than 1 \times 10^{-6}. It was also found that the diesel and wood burning sources presented similar cancer risks although the diesel exhaust contributed less to the PM\textsubscript{2.5} mass concentration than the wood burning. This highlights the additional value from such a risk apportionment approach that could be utilized for prioritizing control strategies to reduce the highest population health risks from exposure to HAPs.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

In conventional risk assessment studies of air pollutants, the estimated cancer risk, i.e. the additional risk of developing cancer due to continuous lifetime exposures to carcinogenic compounds, is calculated as the product of unit risk and the exposed concentration (USEPA, 2005a). The concentration estimates are usually based on measurements of individual hazardous air pollutants (HAPs) and the risk estimates are compound specific. For example, using measurements at 25 air monitoring sites in Minnesota, Pratt et al. (2000) estimated that the cancer risks of 16 pollutants ranged between 4.7 \times 10^{-5} and 11.0 \times 10^{-5}. Similarly, Tam and Neumann, (2004), utilizing measurements at five air monitoring sites in Portland, OR, calculated the cancer risks for 43 HAPs. They showed that 17 HAPs exceeded the cancer risk level of 1 \times 10^{-6} at all sites, with carbon tetrachloride, 1,3-butadiene, formaldehyde, and 1,1,2,2-tetrachloroethane contributing 50\% of the total lifetime cancer risks (2.47 \times 10^{-5}).

From the risk reduction viewpoint, compound-specific risk estimates provide limited information for source-specific air quality management, due to contributions of multiple sources to each compound. For example, formaldehyde was identified as one of the main risk contributors in many regions (e.g. Sax et al., 2006; Woodruff et al., 2000). However, in an urban environment it comes from a multitude of sources such as diesel exhaust, wood burning smoke, industrial activities, photochemical products, etc. For developing effective control strategies for sources imposing the highest health risks, source-specific risk estimates would provide more indicative information. The US National Scale Air Toxics Assessment (NATA) study adapted this approach with modeled ambient concentrations as the main inputs for generating source-specific population exposure and risk estimates with regard to major, area, and mobile sources. It was estimated that the national-wide total risk was 4.15 \times 10^{-5} with the greatest contribution from on-road mobile sources (USEPA, 2006). The NATA approach depends largely on emission inventory data and various models without actual measurements. Errors propagating...
along the modeling processes could heavily influence the risk estimates. In addition, these risk estimates were limited to those pre-specified source categories available from the emission inventory (Cook et al., 2007; USEPA, 2006).

An alternative method less constrained by the aforementioned limitations is the risk apportionment approach (Mukerjee and Biswas, 1992), which is a combination of risk assessment and receptor modeling using actual measurements. Receptor models estimate contributions from individual sources in terms of mass concentrations. Mukerjee and Biswas (1992) made the initial demonstration by using the Chemical Mass Balance model to apportion six samples of total suspended particulate matters collected at a receptor site near several industrial sources. The source-specific risks were calculated by summing the species-specific risks for each source profile including paved road dust (7.5×10⁻⁵), blast furnace (6.8×10⁻⁶) and sinter plants (3.4×10⁻⁶).

Our previous source apportionment study in Seattle, WA (Wu et al., 2007) estimated that wood burning smoke and secondary sulfate contributed equally to the fine particulate matters (PM₂.₅, aerodynamic particle diameter <2.5 μm) mass concentrations (24%), higher than that from diesel exhaust (10%). However, the source apportionment results alone do not provide information on health hazards of these sources. In this study, we expanded and improved the risk apportionment approach to estimate source-specific lifetime excessive cancer risks of selected hazardous air pollutants in Seattle, WA. We calculated source-specific concentrations of PM₂.₅ and volatile organic compounds (VOCs) using the Multilinear Engine (ME) model without a priori source profiles (Paatero, 1999). Cancer risks and the associated uncertainties were further calculated using bootstrapping, with an emphasis on health risks of the diesel particulate matters (PM₂.₅).

2. Materials and methods

2.1. Sample collection and source apportionment

Speciated PM₂.₅ and VOCs samples were collected at the Beacon Hill monitoring site in Seattle from 2000 to 2004 (N=268). Beacon Hill is an urban-scale semi-residential site, located within 2 km of two major interstate freeways and arterial roads, as well as within 4 km of a warehousing area and a major seaport. It represents average PM₂.₅ concentrations in a typical Seattle residential neighborhood (Goswami et al., 2002). The PM₂.₅ samples were collected using the IMPROVE method and analyzed for mass, trace elements, sulfate (SO₄²⁻), nitrate (NO₃⁻), organic carbon (OC), and elemental carbon (EC). The VOCs, collected using the DNP cartridge and the SUMA canister (Wu et al., 2007), included formaldehyde, acetaldehyde, Benzene, 1,3-Butadiene, Carbon Tetrachloride, Chloroform, Tetrachloroethylene, and Trichloroethylene. These VOCs were on the list of the top 33 urban HAPs (USEPA, 1999) and were chosen for monitoring due to the expected high concentrations and health risks in the Seattle area.

The source-specific concentrations of each species were calculated in our previous study using the ME model (Wu et al., 2007). In the ME

Table 1

<table>
<thead>
<tr>
<th>Element</th>
<th>Base data</th>
<th>Measured</th>
<th>Modeled</th>
<th>Diff (%)</th>
<th>Bootstrap p25</th>
<th>Median</th>
<th>p75</th>
<th>Unit risk (risk/ng/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(PM₂.₅)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic carbon OC</td>
<td>2561.9</td>
<td>2475.3</td>
<td>−3.4</td>
<td>1443.4</td>
<td>2312.8</td>
<td>3250.0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Elemental carbon EC</td>
<td>612.9</td>
<td>585.6</td>
<td>−4.5</td>
<td>470.7</td>
<td>551.9</td>
<td>720.8</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Ammonium NH₄</td>
<td>456.1</td>
<td>450.5</td>
<td>−1.2</td>
<td>310.6</td>
<td>400.2</td>
<td>548.9</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Arsenic As</td>
<td>1.0</td>
<td>1.3</td>
<td>33.0</td>
<td>0.7</td>
<td>1.1</td>
<td>1.8</td>
<td>4.3E⁻⁰⁶</td>
<td></td>
</tr>
<tr>
<td>Bromine Br</td>
<td>2.0</td>
<td>2.4</td>
<td>19.9</td>
<td>1.8</td>
<td>2.4</td>
<td>3.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Calcium Ca</td>
<td>26.7</td>
<td>25.1</td>
<td>−6.1</td>
<td>19.6</td>
<td>24.8</td>
<td>31.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Chlorine Cl</td>
<td>60.2</td>
<td>59.3</td>
<td>−1.5</td>
<td>51.1</td>
<td>58.9</td>
<td>65.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Nickel Ni</td>
<td>2.3</td>
<td>2.4</td>
<td>4.4</td>
<td>1.3</td>
<td>2.0</td>
<td>2.8</td>
<td>2.4E⁻⁰⁶</td>
<td></td>
</tr>
<tr>
<td>Copper Cu</td>
<td>4.3</td>
<td>4.4</td>
<td>1.9</td>
<td>3.1</td>
<td>4.1</td>
<td>5.4</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Iron Fe</td>
<td>61.6</td>
<td>59.9</td>
<td>−3.3</td>
<td>30.8</td>
<td>45.1</td>
<td>63.7</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Lead Pb</td>
<td>3.7</td>
<td>5.2</td>
<td>38.6</td>
<td>2.7</td>
<td>4.7</td>
<td>6.9</td>
<td>1.2E⁻⁰⁸</td>
<td></td>
</tr>
<tr>
<td>Manganese Mn</td>
<td>3.0</td>
<td>3.9</td>
<td>30.4</td>
<td>2.4</td>
<td>3.3</td>
<td>4.7</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Nickel Ni</td>
<td>2.3</td>
<td>2.4</td>
<td>4.4</td>
<td>1.3</td>
<td>2.0</td>
<td>2.8</td>
<td>4.8E⁻⁰⁷</td>
<td></td>
</tr>
<tr>
<td>Nitrate nonvolatile NO₃</td>
<td>1453.3</td>
<td>1481.0</td>
<td>2.0</td>
<td>357.3</td>
<td>425.6</td>
<td>544.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Potassium ion K</td>
<td>29.5</td>
<td>38.5</td>
<td>30.6</td>
<td>25.1</td>
<td>36.5</td>
<td>49.1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Silicon Si</td>
<td>42.1</td>
<td>40.6</td>
<td>−3.4</td>
<td>28.0</td>
<td>39.3</td>
<td>55.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Sodium ion Na</td>
<td>151.8</td>
<td>147.6</td>
<td>−2.8</td>
<td>117.7</td>
<td>136.9</td>
<td>169.4</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Sulfate SO₄</td>
<td>1191.2</td>
<td>1188.9</td>
<td>−0.2</td>
<td>831.5</td>
<td>1090.8</td>
<td>1446.7</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Tin Sn</td>
<td>5.1</td>
<td>7.7</td>
<td>51.8</td>
<td>4.7</td>
<td>7.5</td>
<td>10.2</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Titanium Ti</td>
<td>2.6</td>
<td>3.6</td>
<td>36.1</td>
<td>2.5</td>
<td>3.5</td>
<td>4.5</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Vanadium V</td>
<td>3.5</td>
<td>3.9</td>
<td>12.2</td>
<td>2.3</td>
<td>3.2</td>
<td>4.6</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Zinc Zn</td>
<td>8.8</td>
<td>8.3</td>
<td>−6.1</td>
<td>5.5</td>
<td>8.0</td>
<td>10.8</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>5681.2</td>
<td>5565.5</td>
<td>−2.0</td>
<td>3651.0</td>
<td>5164.5</td>
<td>7002.6</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

(VOCs)

<table>
<thead>
<tr>
<th>Element</th>
<th>Measured</th>
<th>Modeled</th>
<th>Diff (%)</th>
<th>Bootstrap p25</th>
<th>Median</th>
<th>p75</th>
<th>Unit risk (risk/ng/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetaldehyde Ace</td>
<td>1448.4</td>
<td>1297.0</td>
<td>−10.5</td>
<td>711.4</td>
<td>1171.1</td>
<td>1652.1</td>
<td>2.2E⁻⁰⁹</td>
</tr>
<tr>
<td>Formaldehyde For</td>
<td>1505.8</td>
<td>1257.6</td>
<td>−16.5</td>
<td>595.8</td>
<td>1163.6</td>
<td>1698.1</td>
<td>1.3E⁻⁰⁸</td>
</tr>
<tr>
<td>Benzene Ben</td>
<td>1329.7</td>
<td>1123.6</td>
<td>−15.5</td>
<td>757.4</td>
<td>1071.7</td>
<td>1443.7</td>
<td>7.8E⁻⁰⁵</td>
</tr>
<tr>
<td>1,3-Butadiene But</td>
<td>319.1</td>
<td>147.0</td>
<td>−53.4</td>
<td>101.1</td>
<td>139.4</td>
<td>183.5</td>
<td>3.0E⁻⁰⁸</td>
</tr>
<tr>
<td>Chlorofluorocarbons Chl</td>
<td>237.8</td>
<td>234.6</td>
<td>−1.4</td>
<td>149.5</td>
<td>215.9</td>
<td>287.1</td>
<td>3.2E⁻⁰³</td>
</tr>
<tr>
<td>Carbon tetrachloride Car</td>
<td>641.2</td>
<td>634.9</td>
<td>−1.0</td>
<td>462.4</td>
<td>602.4</td>
<td>752.8</td>
<td>1.5E⁻⁰⁵</td>
</tr>
<tr>
<td>Tetrachloroethylene Tet</td>
<td>182.4</td>
<td>179.2</td>
<td>−1.8</td>
<td>124.3</td>
<td>172.0</td>
<td>227.6</td>
<td>5.6E⁻⁰⁹</td>
</tr>
<tr>
<td>Trichloroethylene Tri</td>
<td>169.2</td>
<td>208.0</td>
<td>23.0</td>
<td>146.8</td>
<td>197.2</td>
<td>248.2</td>
<td>2.0E⁻⁰⁹</td>
</tr>
<tr>
<td>Sum</td>
<td>5633.6</td>
<td>5081.7</td>
<td>−8.8</td>
<td>3044.7</td>
<td>4685.9</td>
<td>6493.1</td>
<td>–</td>
</tr>
</tbody>
</table>

Notes:

a Diff%=(modeled concentration – measured concentration) / measured concentration × 100%.

b p25 and p75 represent the 25th and 75th percentiles calculated from the bootstrapping process.


e Reference from IRIS (assuming that 20% of all atmospheric chromium is hexavalent).

f Reference from IRIS (unit risk for nickel subsulfide).
Fig. 1. Source features from the ME model with the error estimates. The y-axis is the mass fraction (%) of each species in the feature profile. The solid bar represents the point estimates from the base factor. The upper and lower line and circle symbol represents the 75th percentile, 25th percentiles and median calculated from the bootstrapping factors.
model, individual species measured in each air sample is expressed as the sum of contributions from individual sources as below:

\[ x_{ij} = \sum_{k=1}^{p} f_{jk}g_{ki} + e_{ij} \]  

(1)

where \( x_{ij} \) is the \( j \)th species concentration measured in the \( i \)th sample, \( g_{ki} \) is the source contribution defined as the mass concentration from the \( k \)th source contributing to the \( i \)th sample, \( f_{jk} \) is the source feature defined as the \( j \)th PM species or VOCs mass fraction from the \( k \)th source, \( e_{ij} \) is the error term associated with the \( j \)th species concentration measured in the \( i \)th sample, and \( p \) is the total number of independent sources. The main model outputs contain the species composition of each source (i.e. \( f_{jk} \) or source features) and the overall contributions of each source (i.e. \( g_{ki} \)). We used the ‘missing mass’ i.e., the concentration of the measured total particle mass minus the sum of all analyzed species, as an additional variable and implemented an auxiliary equation to constrain the sum of all species mass fractions to be 100% (Larson et al., 2006; Wu et al., 2007). This 100% constraint prevents any serious under- or overestimation in the subsequent risk estimates.

Using both PM2.5 and VOCs measurements in the ME model, we identified ten features, including wood burning, secondary sulfate, nitrate, gasoline, diesel, fuel oil, aged sea salt, soil, marine, and the urban background concentration of VOCs (i.e., ‘other’) (Wu et al., 2007). We found a better model fit for the PM2.5 (\( R^2 = 0.88 \)) than for the VOCs (\( R^2 = 0.72 \)) portion. The major PM2.5 emission sources included wood burning (24%), secondary sulfate (24%) and nitrate (20%). The majority of the measured vapor phase HAPs came from the general urban background (26%), wood burning (14%), and diesel exhaust (14%).

In this study, we further calculated the mean source specific concentrations of individual HAPs (\( x_{jk}^{\text{m}} \)) as follows:

\[ x_{jk}^{\text{m}} = f_{jk} \times g_{k} \]  

(2)

where \( x_{jk}^{\text{m}} \) is the concentration of the \( j \)th species from the \( k \)th source, \( f_{jk} \) is the source feature in Eq. (1), and \( g_{k} \) is the mean contribution from the \( k \)th source.

2.2. Risk assessment

With \( x_{jk}^{\text{m}} \), the cancer risk from exposure to all species in its source feature:

\[ R_k = \sum (x_{jk}^{\text{m}} \times \text{Unit Risk}_j) \]  

(3)

Unit risk values for each species were taken first from the Integrated Risk Information System (IRIS) (USEPA, 2005b). When the IRIS unit risk of a specific species is not available, the Unit Risk Estimate (URE) provided by the California Environmental Protection Agency (CalEPA) was used (CalEPA, 2005). Species without any unit risk values were not included in the risk assessment process. The unit risk of chromium was adjusted by multiplying a factor of 0.2, assuming that approximately 20% of the ambient airborne chromium was in the toxic hexavalent form (Bell and Hipfner, 1997). The unit risk for nickel was adopted from the unit risk for nickel sulfide in IRIS, assuming that all the monitored nickel was in the insoluble and carcinogenic form.

2.3. Uncertainty analysis

As the uncertainty estimates of source features and source contributions were not provided by the standard ME model, we used the bootstrapping technique (Efron and Tibshirani, 1993) to obtain the uncertainties. The bootstrapping involves creating multiple sets of subsamples and requires no prior statistical assumptions about the underlying distribution of the dataset. Each set of the subsamples is generated from re-sampling the data with replacement (i.e. any data point could be sampled multiple times or not at all). The bootstrapping process was executed with the SAS statistical software (Version 8.02, SAS Institute Inc., Cary, NC, USA) in this study. To obtain reliable results, 300 sets of different input data were generated with 299 sets of resampled data and one ‘base’ data without any replacement (Eberly, 2005). Each dataset with 268 samples was analyzed with the ME model, resulting in 299 sets of bootstrapping solutions as well as one set of ‘base’ solutions. While the physical meaning of each source feature in the base solutions was interpreted individually in Wu et al. (2007), it is not practical to do so for all 299 bootstrapping solutions in this study. Thus, these bootstrapping features were matched or ‘mapped’ to the base features automatically through correlating the time series of the source contributions in the bootstrapping results to those in the base results. The pair with the highest correlation coefficient was retained, requiring that coefficient to be larger than 0.6 (Eberly, 2005).

3. Results and discussion

The measured and modeled concentrations of each species were shown in Table 1. Results shown in the ‘Modeled’ column represent the reconstructed concentrations estimated from the base data while results in the ‘Bootstrap’ columns represent the statistics from the 299 sets of reconstructed concentrations through the bootstrap resampling processes. The sums of the PM2.5 and VOCs mass concentrations were underestimated by only 2% and 10%, respectively. For individual species, the absolute percent difference between the measured and modeled values ranged between 0 and 52%, with the larger differences (i.e. arsenic, chromium, lead, manganese, potassium, tin, and titanium) due mostly to the higher percentages of samples below detection limit (>20%) for these species. These biases would propagate into the following risk assessment process. However, the bootstrapping results indicated that the measured concentrations were within the 25th to 75th percentile of the bootstrapping range (Table 1), suggesting that the variation from the ME modeling process was mostly taken into account in this uncertainty analysis.

The source features from the base data and the associated uncertainties calculated from the bootstrapping process are shown in Fig. 1. During the mapping process, most...
sources were mapped successfully to one of the base features at least more than 280 times with an $r^2 > 0.6$, while soil and 'other' sources were mapped only 220 and 267 times, respectively, implying higher uncertainties for these two source features. Ideally, the range (25th to 75th percentile) of the error estimates should cover the results from the base data and the median from bootstrapping factor should be close to that from the base data. In this study, although the source features from the base dataset may not always agree well with those from the bootstrapping dataset, good agreement was found for most important marker species that had high contributions in each source.

Fig. 2. Source contributions to a) PM$_{2.5}$ and b) VOCs mass concentrations (data from Wu et al., 2007). Risk estimates by source contributions for c) PM$_{2.5}$, d) VOCs, and e) the sum of PM$_{2.5}$ and VOCs.
feature (Fig. 1, e.g. the VOCs fraction in ‘other’ source; SO2 and NH4 in secondary sulfate source; V and Ni in fuel source; Fe and Mn in diesel source; and the Si and Ca in soil source). The unit risks were available for As, Cr, Pb and Ni in the PM2.5 fraction and for all the monitored VOCs (Table 1). The point estimates of excessive cancer risks from the base data were summarized in Table 2 by source and species. The source specific risk values ranged from 1.6 × 10⁻⁴ to 9.4 × 10⁻⁷. All sources except for ‘marine’ gave a sum of cancer risks higher than 1 × 10⁻³. Other, diesel and wood burning sources were the primary risk sources in both PM2.5 and VOCs fractions (Fig. 2). The sum of cancer risks were 6.1 × 10⁻³, with the PM2.5 portion contributing 20% (1.2 × 10⁻³) to the total cancer risk. Formaldehyde, carbon tetrachloride and benzene posed the highest cancer risks as estimated in other studies (Morello-Frosch et al., 2000; Tam and Neumann, 2004). The overall risk value (11.8 × 10⁻⁵) estimated in the 1999 NATA study at the census tract of the Beacon Hill site was 2 times higher than the overall risk in this study. This is mainly because more species (85 species vs. 12 in this study) were simulated in the NATA study. Compared to the risk estimates based on the measured ambient concentrations of 19 species in other cities (Los Angeles, CA: 1.0 × 10⁻⁴; New York City, NY: 1.3 × 10⁻⁴), the overall risk in this study was still lower than theirs (Sax et al., 2006).

The uncertainty in the risk assessment of each source was considered as the background concentrations of VOCs since the contribution for each VOC was high in the source feature and the reconstructed time series did not show obvious temporal variation (Wu et al., 2007). In the NATA study, the background concentration was defined as components attributable to long-range transport, unidentified emission sources, resuspension of historical emissions, and other natural sources. NATA assigned background concentrations to 29 species (i.e. 27 gaseous HAPs including those 8 VOCs in our study and mercury and diesel PM) on top of the modeled concentrations (USEPA, 2006). The 1999 NATA study estimated a cancer risk of 2.3 × 10⁻⁵ for the background concentrations of HAPs in the Beacon Hill area, which is comparable to our estimate (1.6 × 10⁻⁵).

The diesel and wood burning sources presented similar cancer risks (Fig. 2c–d), even though the diesel exhaust contributed less to the PM2.5 mass concentration than the wood burning (Fig. 2a). On the other hand, secondary sulfate, which was mainly formed in southern Washington, along the Canadian border, and in southwestern British Colombia, Canada (Kim et al., 2004), contributed equally to the PM2.5 mass concentration as wood burning (Fig. 2a) but posed less health risks (Fig. 2c). The above observations highlight the additional information from such a risk apportionment approach that could be utilized for prioritizing control strategies to reduce the highest population burden with both cancer and non-cancer exposure to HAPs.

The uncertainties in risk assessment of each source were shown in Fig. 3, with the point estimates displayed in filled circles. For ‘other’, sulfate, gasoline and soil sources, the point estimates using the base dataset were close to the median of the distribution, suggesting small uncertainties. Point estimates for fuel, aged sea salt, wood burning and diesel sources were near the higher end of the bootstrapping results, while the point estimates of marine and nitrate were near the lower end. Nevertheless, the 5th percentile of the risk estimates still showed that most sources gave the sum of risks higher than 1 × 10⁻⁵, except for marine and soil.

For risks of DPM, we also utilized the simulated concentrations of DPM from NATA’s study and the unit risk (3.9 × 10⁻⁴ g/m³) from CalEPA (2008) to calculate the cancer risk of DPM. The modeled exposure concentrations of DPM from the 1999 NATA study at the Beacon Hill census tract, and within the buffer zones of 1 km, 3 km and 5 km were 2.17, 1.83, 1.63 and 1.35 µg/m³, respectively. The apportioned DPM mass concentration in our study was 0.72 µg/m³. Multiplying these modeled concentrations by the unit risk of DPM resulted in estimated cancer risks of 6.52 × 10⁻⁴, 5.49 × 10⁻⁴, 4.59 × 10⁻⁴ and 4.66 × 10⁻⁴, respectively. The DPM risk (2.83 × 10⁻⁵) from our risk apportionment approach was 2 orders of magnitude lower. This is probably due to our inclusion of only four metal species and no polyaromatic hydrocarbons (PAHs) for DPM in risk calculations. Even after adding risks from the DPM associated VOCs, risk from diesel exhaust was still low (9.82 × 10⁻⁷). On the other hand, the cancer risk estimate (2.09 × 10⁻⁵) calculated using the ME model showed that the overall chemical reactivity and toxicity of PM or DPM may be greater than the sum of individual components (e.g. Pan et al., 2004). Thus it is likely that the DPM risk estimate based on the sum of risks from individual species is lower than that from using a single ‘total’ unit risk for DPM. Fourth, the validity of the CalEPA’s DPM unit risk itself is still being debated, even though that value is derived from epidemiological data (CalEPA, 2008). The US EPA in its health assessment document concluded that ‘...human exposure-response data [for diesel exhaust] are considered too uncertain to derive a confident quantitative estimate of cancer unit risk’ (USEPA, 2002). Furthermore, many studies did not have adequate quantitative exposure data, did not control for potential confounders, and might not be suitable for newly developed diesel engine technology (Hestberg et al., 2006).

One major limitation of the risk apportionment approach is that the estimated risk values could be underestimated by the limited set of species considered and the incomplete data of toxicity. The 12 species considered in our study were among the 33 most important urban HAPs based on emissions and toxicities in a 1995 ranking analysis (USEPA, 1999). Other urban HAPs were not monitored because they are considered less stable or lacked approved sampling and analytical methods (PSCAA, 2003). For example, a group of 7 PAHs, which are probable human carcinogens and are used as a surrogate for the much more complex mixture of polycyclic organic matter in the US National Air Toxics Program (USEPA, 1996), are not monitored routinely at the Beacon Hill site. In the 1999 NATA study, naphthalene was estimated to contribute 13.0% to the total risks, after subtracting the risks from the background concentrations (USEPA, 2005b). Yu et al. (2008) also estimated that the mean cancer risk calculated from 17 species of PAHs in an urban environment was 2.9 × 10⁻⁴. It is possible to include PAHs in the source apportionment models and then calculate their contributions to the estimated cancer risks. One previous source apportionment study identified six sources (i.e. oil, coal, gasoline, diesel, wood, and other) of PAHs in the urban atmosphere (Larsen and Baker, 2003). Another limitation of this study is that the risks estimated pertain to outdoor air at a stationary location. Indoor exposure sources might also have important contributions (Payne-Sturges et al., 2004; Sax et al., 2006).

4. Conclusions

The cancer risks associated with the major sources at Beacon Hill were calculated by the risk apportionment approach. These estimated risks were calculated based on the assumption of lifetime exposures to ambient pollutants. They are not actual risk values and are generally regarded as for screening purposes and for preliminary estimation. We further adopted the bootstrapping technique for the uncertainty analysis. The results showed that most of the sources, other than marine and soil, had cancer risks exceeding the acceptable level of 1 × 10⁻⁶. The source with the greatest health concern was the background source which gave a cancer risk of 1.61 × 10⁻⁵ (5th–95th percentile: 1.2 × 10⁻⁵–2.0 × 10⁻⁵), which requires concerted regional efforts to address. The source-specific risks estimated in this study were likely to be underestimated mainly because only a limited number of species was monitored. This is more apparent for the DPM, for which using a single unit risk that is scientifically derived and well examined might be more appropriate for the risk calculation. For the other sources, the risk apportionment approach might be the most feasible method since no source-specific unit risks were developed. Despite the potential underestimation, the estimated risks still exceeded the acceptable level, suggesting that the HAPs in this region are worth further investigation. Our risk apportionment results can provide the guidance for future health risk managers to design the risk reduction strategy more effectively.
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