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Abstract—An efficient matrix-based discrete cosine transform splitter/merger for realizing MPEG-2 to AVC/H.264 transform kernel conversion is presented in this paper. Due to its matrix-based nature, the proposed transform kernel converter can be readily implemented by specific multimedia instruction set available today. Both the computational complexity and numerical error behavior of the proposed approach are shown to be superior to that of the straightforward (full decoding + reencoding) one. In other words, the effectiveness of the proposed algorithm can be justified by examining both the execution speed and the reproduced image quality.

Index Terms—Discrete cosine transform (DCT), DCT splitter/merger, MPEG-2-to-AVC/H.264 transform kernel conversion.

I. INTRODUCTION

M ultimedia signals, such as images and videos, are always compressed to conserve valuable system resources like storage space and network bandwidth [1]. The discrete cosine transform (DCT) [2] has well-known energy packing property and the 8 × 8 DCT has been adopted extensively by the major coding standards, such as JPEG, MPEG-1/2/4, and H.26x series. Currently, the latest AVC/H.264 [3] video coding standard provides the capability to predict samples locally down to 4 × 4 blocks before operating transform coding, an impressive compression gain has been obtained. However, due to wide spread DVDs and the trend of HDTV/DTV, most existing video contents are still encoded in MPEG-2 form. Therefore, the MPEG-2-to-AVC/H.264 transcoder [4]–[12] or vice versa, is believed to be an indispensable functional module of future video signal treatments. There are many issues [4] in MPEG-2-to-AVC/H.264 transcoding including motion vector compensation [6], [12], block size selection [7], transform kernel conversion [8], and transform-domain intra prediction [5]. In this work, we focus only on the transform kernel conversion between the two standards.

The simplest way to develop a different size transform kernel conversion for MPEG-2-to-AVC/H.264 transcoder is directly cascading an 8 × 8 inverse DCT (IDCT) with four 4 × 4 DCTs. Many fast algorithms have been proposed to efficiently split an 8 × 8 DCT into four adjacent 4 × 4 DCTs without performing the 8 × 8 IDCT and the four 4 × 4 DCTs [8]–[11]. However, such methods can not be directly applied to the MPEG-2-to-AVC/H.264 transcoder. Problems come mainly from the fact that the 4 × 4 DCT kernel used in AVC/H.264 has been modified for ease of implementation [3]. In this paper, we investigate the relation between the modified 4 × 4 DCT kernel and the conventional one, and then, show that with some simple post processes, the existing DCT splitting algorithms still can be applied to complete the MPEG-2-to-AVC/H.264 conversion. Furthermore, most of the modern processors have specific multimedia instruction sets to facilitate multimedia applications, such as the single-instruction-multiple-data (SIMD) execution model which enables multiple arithmetic or logic operations to be executed simultaneously, so as to improve the efficiency of the program. It follows that matrix-based method is more suitable for general-proposal processors with SIMD instructions, and therefore, multiplication of matrices is chosen to be the vehicle for developing the proposed DCT Splitter/Merger.

In this work, we will show that with some simple post processes, the proposed DCT splitting algorithm can still be applied to complete the transform kernel conversion from MPEG-2 to AVC/H.264. This paper is structured as follows. Section II gives a short brief of the matrix-based DCT Splitter/Merger [8]. Section III details how, with some simple post processes, the proposed and other existing DCT splitting algorithms can be applied to complete the transform kernel conversion from MPEG-2 to AVC/H.264. Section IV concludes this write up.

II. MATRIX-BASED 2-D DCT SPLITTER AND MERGER

We confine our attention first to the 1-D case. The normalized forward Type-II DCT (DCT-II) of a length-N sequence x, given in [2], can be written in matrix form as

\[ X = [T_N^H] x = [C_N][T_N] x \]  

(1)

where \( [C_N] = \text{diag}(\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_{N-1}) \), \( \varepsilon_k = \sqrt{1/N} \), for \( k = 0 \)

and \( \varepsilon_k = \sqrt{2/N} \), for \( k \neq 0 \). \( [T_N] \) is an \( N \times N \) matrix with elements \( [T_N]_{ij} = \cos(\pi(2j+1)i/(2N)) \), \( i, j = 0, 1, \ldots, N-1 \).

Assume that the DCT coefficients \( Y \) and \( Z \) of two consecutive \( N/2 \)-point data sequences \( x \) and \( z \) are given. The problem to be addressed is how to efficiently compute the \( N \)-point DCT coefficients \( X \) which stands for the DCT coefficients of \( [y, z] \). Then, the problem can be rewritten as how to efficiently compute \( [S_N] \) where \( X = [S_N][Y, Z] \).
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After absorbing the computation of \( \varepsilon_k \) into the quantization stage, the matrix-based DCT splitting algorithm [8] can be derived as

\[
[S_N] = \begin{bmatrix}
\frac{1}{2} [P_N/2] & 0 \\
0 & \frac{1}{2} [J_N/2]
\end{bmatrix}
\begin{bmatrix}
[I_N/2] & [I_N/2] \\
-I_N [I_N/2]
\end{bmatrix}
\begin{bmatrix}
[I_N/2] \\
0
\end{bmatrix}
\times
\begin{bmatrix}
[I_N/2] \\
0
\end{bmatrix}
[M_N]^{-1} [K_N/2]^{-1} [P_N],
\tag{2}
\]

where \([K_N/2] = [P_N/2][L_N/2][P_N/2], [J_N] = [P_N][I_N/2] [0 [I_N/2]], [Q_N] is an \((N \times N)\) bit-reversal matrix, \(\phi_n = (n + 1/4)(2\pi/N)\), and \([L_N] \) is the lower \( N \times N \) triangular matrix given by (5) in [8].

The 2-D DCT can be implemented by performing a series of 1-D transforms. Let \([G] \) be the \( N \times N \) two-dimensional (2-D) DCT-II of the \( N \times N \) data matrix \([g] \). The data matrix \([g]\) can be decomposed into four \((N/2) \times (N/2)\) data blocks, \([g_1], [g_2], [g_3] \) and \([g_4] \). Our goal is to split \([G] \) into four \((N/2) \times (N/2)\) matrices \([G_1], [G_2], [G_3] \) and \([G_4] \), which respectively are the DCTs of \([g_1], [g_2], [g_3] \) and \([g_4] \), without the need of using an \( N \times N \)-IDCT and four \((N/2) \times (N/2)\)-DCTs. Following the same derivation for 1-D DCT, the splitting algorithm can be written as

\[
[G] = [S_N]^{-1} [G_1] [G_2] [G_3] [G_4].
\tag{3}
\]

and the merging algorithm as

\[
[S_N] = [G_1] [G_2] [G_3] [G_4] [S_N].
\tag{4}
\]

From the analysis given in [8], the proposed algorithm is more efficient than the direct approach. The difference of performances between the proposed algorithm and the direct approach will become more evident when \( N \) gets even larger. It is also shown that by integrating an effective algorithmic-level derivation and programming-level optimizations with SIMD instructions, the proposed approach achieves better performance when compared with the direct approach.

III. TRANSFORM KERNEL CONVERSION FOR MPEG-2-TO-AVC/H.264 TRANSCODER

As above described in Section I, converting an MPEG-2 encoded bitstream into the AVC/H.264 format (and vice versa) can achieve interoperability between different multimedia systems. This gives rise to a strong need for implementing an MPEG-2-to-AVC/H.264 (or vice versa) transcoder. Performing a transcoder in the transform domain could be more efficient because the decoding and reencoding processes are not required. In this work, we focus only on the transform kernel conversion. The prescribed DCT Splitter/Merger can efficiently split an \( 8 \times 8 \) DCT into four adjacent \( 4 \times 4 \) DCTs; however, it can not be directly applied to conduct MPEG-2-to-AVC/H.264 transform kernel conversion. As prescribed, the reason is that the \( 4 \times 4 \) DCT kernel used in AVC/H.264, we called it the modified 4-point DCT kernel, has been modified. In the following, we investigate the relation between the modified \( 4 \times 4 \) DCT kernel and the conventional one, and then, show that with some simple post processes, the existing DCT splitting algorithms can still be applied to complete the transform kernel conversion from MPEG-2 to AVC/H.264.

A. The Transform and Quantization Methods in AVC/H.264

The 4-point type-II DCT kernel can be represented in matrix form as

\[
[T_4^T] = \begin{bmatrix}
1/2 & 1/2 & 1/2 & 1/2 \\
\beta & \gamma & -\gamma & -\beta \\
\alpha & -\alpha & -\alpha & \alpha \\
-\beta & -\gamma & \beta & -\gamma
\end{bmatrix}
\tag{5}
\]

where \( \alpha = 1/2, \beta = \sqrt{1/2} \cos(\pi/8) \), and \( \gamma = \sqrt{1/2} \sin(\pi/8) \).

Let \([T_4] \) denote the transform matrix of the modified 4-point DCT used in AVC/H.264, then

\[
[T_4] = \begin{bmatrix}
1/2 & 1/2 & 1/2 & 1/2 \\
\beta' & \gamma' & -\gamma' & -\beta' \\
\alpha' & -\alpha' & -\alpha' & \alpha' \\
\gamma' & -\beta' & \beta' & -\gamma'
\end{bmatrix}
\tag{6}
\]

where \( \alpha' = 1/2, \beta' = \sqrt{2/5} \) and \( \gamma' = \sqrt{1/10} \).

\([T_4^T] \) is adopted by AVC/H.264 because it can be easily factorized as the product of a scaling matrix, \([D_M] \), and an integer matrix, \([H_4] \), in which \([D_M] = \text{diag}\{\alpha', \beta'/2, \alpha', \beta'/2\} \) and

\[
[H_4] = \begin{bmatrix}
1 & 1 & 1 & 1 \\
2 & 1 & -1 & -2 \\
1 & -1 & -1 & 1 \\
1 & -2 & 2 & -1
\end{bmatrix}, \tag{7}
\]

In actual AVC/H.264 transform coding, \([D_M] \) will be absorbed into the quantization stage and its inverse transform matrix is given by

\[
[H_4]\text{inv} = \begin{bmatrix}
1 & 1 & 1 & 1/2 \\
1 & 1/2 & -1 & 1 \\
1 & -1/2 & -1 & 1 \\
1 & -1 & 1 & -1/2
\end{bmatrix}.
\]

Cooperating with the designed quantization and dequantization formulas used in AVC/H.264 [13], i.e.,

\[
X_q(i,j) = \text{sign}\{X(i,j)\} \left\lfloor (X(i,j)|A(Q_M, i,j) + f2^{15+Q_E}) \right. \left. \gg (15 + Q_E) \right\rfloor \tag{8}
\]

and

\[
X_r(i,j) = X_q(i,j)B(Q_M, i,j) \ll Q_E \tag{9}
\]

a low complexity transform coding can be achieved, where \( X(i,j) \) represent the \( 4 \times 4 \) DCT coefficients, \( X_q(i,j) \) and \( X_r(i,j) \) are the corresponding quantization and reconstruction coefficients, and “\( \gg \)” and “\( \ll \)” are the bit wise right and left shift operators, respectively. \( Q_M \equiv Q \mod 6 \) and \( Q_E \equiv Q/6 \) for the quantization step \( Q \). The values of \( A(Q_M, i,j) \) and

and from (14), the complexity of $[B_8]$ depends on the complexity of the multiplication of $[T_4^H][T_4^H]^{-1}$, which can be represented as

$$
[T_4^H][T_4^H]^{-1} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 2(\beta\gamma + \gamma') & 0 & 2(\beta\gamma - \gamma') \\
0 & 0 & 1 & 0 \\
0 & 2(\beta\gamma - \gamma') & 0 & 2(\beta\gamma + \gamma')
\end{bmatrix}.
$$

After substituting the corresponding variables defined in (5) and (6), $2(\beta\gamma + \gamma')$ and $2(\beta\gamma - \gamma')$ can be written as $(\sqrt{4/5}\cos(\pi/8) + \sqrt{1/5}\sin(\pi/8))$ and $(\sqrt{4/5}\cos(\pi/8) - \sqrt{1/5}\sin(\pi/8))$, respectively. It is easy to verify that

$$
\sqrt{\frac{4}{5}} \approx \sin(63.43^\circ) \text{ and } \sqrt{\frac{1}{5}} \approx \cos(63.43^\circ).
$$

Using trigonometric equalities, we have

$$
2(\beta\gamma + \gamma') = \sin(63.43^\circ)\cos \frac{\pi}{8} + \cos(63.43^\circ)\sin \frac{\pi}{8}
$$

and

$$
2(\beta\gamma - \gamma') = \cos(63.43^\circ)\cos \frac{\pi}{8} - \sin(63.43^\circ)\sin \frac{\pi}{8}
$$

Consequently

$$
[T_4^H][T_4^H]^{-1} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \sin(85.93^\circ) & 0 & -\cos(85.93^\circ) \\
0 & 0 & 1 & 0 \\
0 & \cos(85.93^\circ) & 0 & \sin(85.93^\circ)
\end{bmatrix} = [A_4^1][A_4^2].
$$

where

$$
[A_4^1] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(85.93^\circ) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & \cos(85.93^\circ)
\end{bmatrix}
$$

and

$$
[A_4^2] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \tan(85.93^\circ) & 0 & -1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & \tan(85.93^\circ)
\end{bmatrix}.
$$

The computation of $[A_4^1]$ can also be eliminated by absorbing it into the quantization stage. This implies that $[B_8]$ can be simplified to $[A_4^2][A_4^2]^{-1}$, in which $\tan(85.93^\circ)$ can be precalculated and stored. Let $[F] = [f_0, f_1, \ldots, f_t]^T$ and $[F] =
\[ [F_0, F_1, \ldots, F_4] \] be two length-8 vectors. The multiplication of \([B_3] \) and \([f] \) or, equivalently, the postprocess, can be realized as
\[
[F] = [B_3][f] = \\
\left[ \begin{array}{c}
(f_0 f_1 \tan 85.93^\circ - f_2) \ f_2 (f_1 + f_3 \tan 85.93^\circ) \\
(f_4 f_5 \tan 85.93^\circ - f_7) \ f_7 (f_5 + f_7 \tan 85.93^\circ)
\end{array} \right]^T
\]

Equation (20) implies that only 4 multiplications (denoted as 4M) and 4 additions (denoted as 4A) or one more SIMD instruction (PMADDWD) [8] are required to accomplish the postprocess.

For absorbing the \([A_1] \) into quantization, the quantization factor in (8), \(A(Q_M, \hat{i}, \hat{j}) \), and quantization table \(M \) need to be redefined as
\[
A_p(Q_M, \hat{i}, \hat{j}) = \begin{cases} 
M_p(Q_M, 0) & \text{for } (i, j) = (0, 0), (0, 2), (2, 0), (2, 2) \\
M_p(Q_M, 1) & \text{for } (i, j) = (1, 1), (1, 3), (3, 1), (3, 3) \\
M_p(Q_M, 2) & \text{for } (i, j) = (1, 2), (1, 4), (3, 2), (3, 4) \\
M_p(Q_M, 3) & \text{for } (i, j) = (2, 1), (2, 3), (0, 2), (0, 2)
\end{cases}
\]

and
\[
M_p = 4 \times 
\begin{bmatrix}
13107 & 179720 & 905 & 13108 \\
11916 & 166886 & 840 & 11650 \\
10082 & 146031 & 735 & 10485 \\
9362 & 129788 & 654 & 9118 \\
8192 & 116820 & 588 & 8388 \\
7282 & 101580 & 512 & 7233
\end{bmatrix},
\]

However, the values of elements in \(M_p\) are too large to allow 16-bit arithmetic implementation. Thus, we modified the proposed quantization table, \(M_p\), and the quantization formula, \(X_q\) in (8), again as (20), shown at the bottom of the page, and
\[
M_p = 4 \times 
\begin{bmatrix}
13107 & 44933 & 905 & 13108 \\
11916 & 41725 & 840 & 11650 \\
10082 & 36508 & 735 & 10485 \\
9362 & 32450 & 654 & 9118 \\
8192 & 29208 & 588 & 8388 \\
7282 & 25398 & 512 & 7233
\end{bmatrix}
\]

where \(X(i,j)\) in (23) is the output of our proposed transform kernel converter. Then, the original decoder, without any modification, can decode the bitstreams generated by the proposed transform kernel converter, directly.

**C. Computational Complexity Analyses**

1) Algorithmic-Level Analysis: First, the number of multiplications and additions required for the proposed approach will be counted in comparison with the direct approach. As shown in [8], we need 10M and 29A to get \([S_6]\). Hence, splitting an \(8 \times 8\) DCT-II into four \(4 \times 4\) DCT-IIs can be implemented by performing 1-D split/merge algorithm along each row and then each column. Our algorithm needs \(16 \times (10M + 29A) = 160M + 464A\) in total. As described in (20), we need to perform four more multiplications and additions for adjusting the coefficients along row and column sides, respectively. Thus, the proposed algorithm totally needs \(168M + 472A\) for splitting an \(8 \times 8\) DCT-II into four \(4 \times 4\) modified DCTs blocks adopted in AVC/H.264. Comparing with the straightforward approach, it takes one \(8 \times 8\) IDCT-II, and then takes four forward \(4 \times 4\) modified DCTs for splitting an \(8 \times 8\) DCT-II block into four \(4 \times 4\) AVC/H.264 DCT blocks. There are \(176M + 464A\) for one \(8 \times 8\) inverse DCT-II and \(48A\) for four \(4 \times 4\) modified DCTs. The amount of computation is \(176M + 512A\).

2) Programming-Level Analysis: Follow the similar analysis given in [8], 80 PMADDWs and 80 PADDs are needed for splitting an \(8 \times 8\) IDCT-II into four \(4 \times 4\) DCT-IIs in the programming-level and two more PMADDs are required for modifying the outputs to be applied to an AVC/H.264 decoder. Comparing with the straightforward approach, 144 PMADDws, and 96 PADDs are needed.

In Table I, the numbers of operations needed in different approaches for performing the proposed and the straightforward approaches are tabulated. It follows that both arithmetic and programming level complexities of the proposed algorithm are lower than that of the straightforward approach.

**D. Error Behavior of the Straightforward and the Proposed Approaches**

The straightforward approach for splitting a 2-D \(8 \times 8\) DCT-II into four \(4 \times 4\) modified DCTs needs to do coefficient roundings after conducting the \(8 \times 8\) IDCT-II and the four \(4 \times 4\) modified DCTs, respectively. However, for intra-coded blocks only one rounding step is required in the proposed approach. Intuitively, image quality of the proposed approach would be better than that of the straightforward approach, if intra-coded block is considered. In this section, we will analyse the error behavior of the straightforward and the proposed approaches and discuss what is the effect of the errors. 64-bits word-length rounding operation is adopted for both direct and proposed approaches. Since transform kernel

\[
X_{a-p} = \begin{cases} 
\text{sign} (X(i, j)) \ |X(i, j)| 4 \times A_p(Q_M, \hat{i}, \hat{j}) + f_{2^{13+Q_E}} & \text{for } (i, j) = \{(1, 2), (1, 4), (3, 2), (3, 4)\} \\
\text{sign} (X(i, j)) \ |X(i, j)| 4 \times A_p(Q_M, \hat{i}, \hat{j}) + f_{2^{15+Q_E}} & \text{for } \{(1, 1), (1, 3), (3, 1), (3, 3)\} \\
\end{cases}
\]
conversion is our focus, instead of transcoder, only intra-coded blocks are considered in the following analyses.

The analysis unit of the proposed error model is a $4 \times 4$ block. We have randomly chosen $10^4$ $4 \times 4$ blocks from 18 standard test images of size 512 $\times$ 512 as the testing benchmark and examined the error behavior of the straightforward and the proposed approaches with different quantization steps ($Q = 0 - 51$) defined in AVC/H.264 on each coefficient inside the $4 \times 4$ block. For each block and each quantization step, $Q$, we first calculated the differences between the original block and the reconstructed ones produced by the straightforward and the proposed approaches, and also recorded the absolute values of them. Then, we computed the average of each of the differences from $1.8 \times 10^5$ blocks and conducted the corresponding error behavior analyses.

Fig. 1 presents the average differences between the original pixel values and the ones reconstructed by using the straightforward and the proposed approaches, where the $x, y$, and $z$ axes are the position $(i, j)$ of a $4 \times 4$ block, AVC/H.264 quantization step and the average difference from the original pixel value, respectively. Note that the position $(i, j)$ represents the value $(4 \times i + j)$ in the $x$ axis. Because the trend of the differences of the coefficients for the same quantization step is similar, we average the differences. Since the results shown in Fig. 1 for the two approaches are too close to be discriminated, we subtract the results of the proposed approach from that of the straightforward one and show their differences in Fig. 2. Except for the quantization steps $Q_m = (2+6\times m)$ where $m = 0, 1, \ldots, 8$, we find that all the differences are positive, and this means that the difference produced by the straightforward approach is always larger than that of the proposed approach. According to the definition of $Q_M$, $Q_E$ and (10), quantization factor doubles with $Q$ increase of 6. Due to the specific design of the third row in the quantization factor table $M$ and the dequantization factor table $S$ for $Q_m$, the difference between our approach and the straightforward one are close to zero, as shown in Fig. 2, in those $Q_m$ positions.

![Fig. 1. Average difference between the original block and the reconstructed ones produced by the straightforward and the proposed approaches. When the AVC/H.264 quantization step becomes larger, the average difference increases.](image1)

![Fig. 2. Subtracting the average difference of the proposed approach from that of the straightforward one for observing the relation between the AVC/H.264 Quantization Step and the difference between the straightforward and the proposed approaches. Most values are positive means that the difference produced by the straightforward approach is larger than that of the proposed approach.](image2)

IV. CONCLUSION

The $8 \times 8$ DCT is adopted extensively by the major coding standards, such as JPEG, MPEG-1/2/4, and H.26x series. However, instead of using the popular $8 \times 8$ DCT, the latest AVC/H.264 employs $4 \times 4$ DCT as the transform kernel and has better quality v.s. bandwidth performance. This paper focuses on the DCT kernel conversions of different sizes. Many fast algorithms have been proposed to efficiently split one $N \times N$ DCT block into four $N/2 \times N/2$ DCT blocks and vice versa. MPEG-2 to AVC/H.264 transcoder is believed to be an important functional module for future video signal treatments. When $N = 8$, our method can be applied to conduct MPEG-2-to-AVC/H.264 transform kernel conversion. However, the existing methods for splitting an $8 \times 8$ DCT block into four $4 \times 4$ DCT blocks can not be directly used because the $4 \times 4$ DCT kernel of AVC/H.264 has been modified. We proposed an efficient postprocessing method which can be combined with any existing splitting DCT approach in the literature to achieve an efficient DCT splitting. Since most of the modern processors enable multiple arithmetic or logic operations to be executed at the same time for improving the speed performance of multimedia applications, the proposed matrix-based DCT Splitter (or Merger), which can split an $N \times N$ DCT block into four $N/2 \times N/2$ or two $N \times N/2$ (or $N/2 \times N$) modified DCT blocks (or merger small size blocks into a large size one), is designed for more suitable being realized on processors with SIMD instructions than the other approaches.
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