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Abstract—An automatic facial feature extraction algorithm is presented in this paper. The algorithm is composed of two main stages: the face region estimation stage and the feature extraction stage. In the face region estimation stage, a second-chance region growing method is adopted to estimate the face region of a target image. In the feature extraction stage, genetic search algorithms are applied to extract the facial feature points within the face region. It is shown by simulation results that the proposed algorithm can automatically and exactly extract facial features with limited computational complexity.
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I. INTRODUCTION

Facial feature extraction plays an important role in many applications, such as very low bit-rate video coding [1], [2] and human face recognition [3]–[5]. In very low bit-rate video coding, the variation of facial features (the so-called local motion) carries much more information than the other parts of the target image do. In order to obtain higher coding gain, the facial feature areas are usually separated from the target image, and then special coding schemes are performed on these areas. As for human face recognition, facial features are extracted as the major analytical targets because they compose the characteristics of a human face.

It is still a complex issue to extract facial features automatically nowadays, although it might not be difficult for people to perceive human faces and facial features from a digital image. In order to reduce the complexity of facial feature extraction systems, the input images are usually restricted to typical head-and-shoulder images with plain background. In general, the tasks of facial feature extraction can be divided into two stages: the face region estimation stage and the feature extraction stage.

In the face region estimation stage, the face region is extracted from a target image. For a head-and-shoulder image, the face region is located roughly in the center of the image. Moreover, the face region usually exhibits higher contrast than its surrounding neighborhoods do. It can therefore be extracted by region segmentation or edge detection techniques.

In the feature point extraction stage, the desired facial features, such as eyes, nose, and mouth, will be extracted from the face region (found in the above stage) by the methods of template matching. One or several feature templates can be previously defined based on the characteristics of human facial features. By using the feature templates, all the candidate points within the face region are evaluated based on the predefined cost functions. Those points that have the best matching values are extracted as the feature points.

Although many facial feature extraction algorithms have been proposed so far [6]–[9], facial feature extraction is still a handicap to the prescribed applications due to its high complexity. The computational cost of facial feature extraction is dominated by the following three sources: 1) the estimation of the face region, 2) the complexity of the evaluation of cost functions, and 3) the searching for the feature points.

It is common to apply region segmentation methods or edge detection methods on the whole image to estimate the face region, such as chrominance thresholding and combining in [7], and edge pixel counting in [9]. Although they were shown to be able to extract the face region in a facial image, the computational cost is high. On the other hand, many of the computations performed on the background could be avoided because it has been known that the face region is located roughly in the center of a facial image. In this work, a second-chance region growing method is used, which will be detailed in Section II-A. That method can extract the face region with relatively low computational complexity.

Another critical issue is the design of feature templates. Because feature templates are employed to calculate the matching value for each possible feature point within the face region, the complexity of the feature templates dominates the computational cost of the overall feature extraction algorithm. An obvious drawback of complex feature templates is that they would not be robust when some subregions of the face exhibit low contrast, for example, the contrast between irises and lenses might be low due to the shadow of hair. In this paper, a generic feature template is proposed to extract all the critical feature points. The structure of the adopted generic feature template is simple, hence low computational complexity can be expected.

In the existing algorithms, all the pixels within the face region were evaluated to find the best ones, that is, they did not apply any fast searching method. Genetic algorithms (GA’s) [10]–[12] are adopted in our work to solve the most troublesome task of facial feature extraction, the template matching. Due to its good reputation in the applications of searching and
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optimization, good template matching performance (in terms of speed and matching error) can be expected. Although the results are not guaranteed to be global optima by applying GA's in searching, the expected feature points can always be extracted, in our simulations, with the aid of some intrinsic geometric relations among facial feature points.

This paper is organized as follows. In Section II, the system architecture of the proposed algorithm is introduced. The generic feature template and its associated cost functions are also elaborated. In Section III, we depict the method of applying GA's in feature point searching. The experimental results are shown in Section IV, and conclusions are given in Section V.

II. AN AUTOMATIC FACIAL FEATURE EXTRACTION ALGORITHM

Fig. 1 shows the block diagram of the proposed facial feature extraction algorithm. The system is composed of three main components: 1) preprocessing, 2) first stage feature extracting, and 3) second stage feature extracting. In the preprocessing stage, the face region is estimated by the second-chance region growing method. Then, facial features are searched within the estimated face region according to their matching values. In the first stage feature extracting, the main features (eyes and mouth) are extracted from the face region. When the main features have been found, in the second stage feature extracting, the other features (eyebrows and nose) are also extracted based on the intrinsic information of the main features. The details are described in the following subsections.

A. Preprocessing

The purpose of the preprocessing stage is to identify the face region. The feature extraction algorithm can then be applied only on this region. It therefore improves the efficiency of the system. The second-chance region growing method is used here. In our simulations, we found that the face region can be estimated well by the second-chance region growing method, which will be described as follows. Notice that, the computational complexity of this method is very low.

Because the face region is located roughly in the center of a head-and-shoulder image, the region growing algorithm [14] can be performed to estimate that region by selecting the central point of the image as an initial seed. Assume the initial seed is represented as \( s_0 \), and the region grown from \( s_0 \) is \( R_0 \). The size of \( R_0 \) must be checked to make sure that it will be a reasonable face region. The size of \( R_0 \), denoted by \( |R_0| \), should be restricted to a bounded range, that is \( T_l \leq |R_0| \leq T_h \), where \( T_l \) and \( T_h \) are predefined constants.

Sometimes it is possible that the central point of the facial image belongs to a feature region (e.g., nostril). In this case, \( s_0 \) will be the feature region, instead of the face region, and \( |R_0| \) is small. On the other hand, the size of the grown region depends on the predetermined growing threshold. When the contrast between the face region and the background region is low and the threshold is set larger than a suitable value, the associated grown region will cover some background regions. In this case, \( |R_0| \) will be relatively large.

If \( |R_0| \) is beyond the range \([T_l,T_h]\) either a new seed should be selected (a new seed \( s_1 \) can be selected from the neighboring pixels of \( s_0 \)), or the thresholds should be adjusted, to
generate a new region $R_i$. The size of $R_i$ is checked again, and another new region should be generated if $|R_i| < T_t$ or $|R_i| > T_h$. This process will be iterated until a region $R_i$ is found, where $T_t \leq |R_i| \leq T_h$. If the desired face region is represented as $R_o$, $R_o$ will be equal to $R$ or be a subset of $R$, i.e., $R_o \subseteq R$.

It might be difficult to detect the forehead region by the region growing method because that region is usually separated from the face region by hair and eyebrows (or eye glasses). In order to make sure that the forehead region is included in $R$, the intensities of the three extended points (as shown in Fig. 2) are compared with that of the pivot point $P_0$. If their intensity difference is less than a threshold, i.e., $|I(p_j) - I(P_0)| \leq T_r$, $j = \{1,2,3\}$, $p_j$ will be selected as a new seed. The new region $R_{p_j}$ that is grown from $p_j$ is checked and combined with $R_i$ if it satisfies the following conditions: 1) its width is less than that of $R_i$, i.e., $W(R_{p_j}) < W(R_i)$; and 2) its height is less than half of the height of $R_i$, i.e. $H(R_{p_j}) < \frac{1}{2}H(R_i)$. In other words, $R = R_i \cup R_{p_j}$, where $R_{p_j}$ could be one of the eight subsets of the set $\{R_{p_1}, R_{p_2}, R_{p_3}\}$. The checking process prevents from including the hair region or the background region into the face region. Because parts of the forehead region might be covered by hair, it is comprehensible to consider the three possible seeds at the same time. This second-chance region growing process avoids the possibility of losing the forehead region from the face region.

When the combined region $R$ is extracted, a minimum rectangle can be found to surround $R$ as shown in Fig. 3(a). It can be found from Fig. 3(a) that $R$ may contain the neck region. To exclude the neck region from $R$, the lower boundary of the rectangle is adjusted, so that the height of the rectangle is equal to its width. The result of the rectangle adjustment is shown in Fig. 3(b). The following feature extraction algorithm will be performed within the so-obtained square area to find the facial features.

Assume $(C_x(A), C_y(A))$ represents the central point of the target image $A$; the second-chance region growing algorithm is summarized at the bottom of the page.

### B. Generic Feature Template and Its Associated Cost Functions

As shown in Fig. 4, a generic feature template is defined to extract all the critical facial features, including eyes, mouth,
Fig. 3. Extraction of the face region. (a) The face region is bounded by a rectangle. (b) The rectangle area is adjusted to exclude the neck region.

Fig. 4. Generic feature template.

eyebrows, and nose. Because the template is adapted to different facial features, it is difficult to determine the exact sizes for the width and the height of the template. Moreover, the shape of the template is not important in our approach. Therefore, a square template is used for matching. When the target feature is found, the shape can be adjusted in the postprocessing stage later.

The size of the template depends on the width of the face region. In our implementation, \( d_t \) equals one quarter of the width of the face region, and the length of the extended area, \( d_e \), is set to be \( \frac{1}{8} d_t \). Assume the central point of the square area is \( t_0 \), whose coordinate is \((x, y)\), two pivot points \( t_1 \) and \( t_2 \) below \( t_0 \) are selected, where \( t_1 = (x, y + d_t/2) \) and \( t_2 = (x, y + d_t/2 + d_e) \). Every possible feature point within the feature region is evaluated based on the cost functions given in (1) and (11), and its matching value depends on the intensity values of the neighboring points masked by the feature template. The candidate point with the best matching value in each feature subregion is selected as the associated feature point.

The cost function that will be used in the first stage feature extracting is defined as

\[
F(t_0) = C_m(t_0) + U_{I(t_1)-I(t_0)} - K \cdot U_{I(t_2)-I(t_0)} - K \cdot C_c(t_0)
\]

where \( t_0 \) is the evaluated candidate feature point, \( C_m \) is the mean crossing function (which is used to accumulate the intensity variation within the masked area), \( C_c \) is the central weighting function (which is used to compute the intensity difference between the central part and the boundary parts of the masked area), \( K \) is a constant, \( I(p) \) means the intensity of the point \( p \), and \( U \) is a unit step function. Only the points covered by the square part of the template will affect the function values of \( C_m \) and \( C_c \).

The mean crossing function is applied to detect the intensity variation within the square area. We can take \((d_t + 1)\) one-dimensional (1-D) signals from the square area row-by-row, and another \((d_t + 1)\) 1-D signals column-by-column [as shown in Fig. 5(a)]. The corresponding mean crossing values for these 1-D signals are then calculated. The total mean crossing value \( C_m \) is defined to be the sum of these mean crossing values, that is

\[
C_m(x, y) = \sum_{i=-d_t/2}^{d_t/2} [V_r(x, y + i) + V_c(x + i, y)]
\]

where \((x, y)\) is the coordinate of the evaluated point, and \( V_r \) and \( V_c \) are the mean crossing values of the row signal and the column signal which are defined, respectively, as

\[
V_r(x, y) = \sum_{i=-d_t/2+1}^{d_t/2-1} U_{-S_r(x+i,y)\cdot S_r(x+i-1,y)-1},
\]

\[
V_c(x, y) = \sum_{i=-d_t/2+1}^{d_t/2-1} U_{-S_c(x,y+i)\cdot S_c(x,y+i-1)-1}
\]

and (5) and (6), shown at the bottom of the next page.

As shown in Fig. 5(b), the mean value \( \mu_m \) is computed first for each of the evaluated 1-D signals, and then a bar area, \((\mu_m - K_m, \mu_m + K_m)\), is formed, where \( K_m \) is a constant. The number of \( \mu_m \)-crossings of the 1-D signal within the bar area is calculated. If the intensity variation of the signal is large, the mean crossing value will also be large. Because the crossing value is computed on the bar area, the slight intensity variation caused by noise will be neglected. While comparing with the other nonfeature areas, the intensity variations in the feature areas are relatively large and so are the corresponding mean crossing values. For the sake of saving computations, we only extract ten lines (five for each direction) near the center of the square area to calculate the crossing values, as shown in Fig. 5(c).
The central weighting function is included in the cost function because of the fact that the intensity difference between the central part and the boundary parts of the feature area is large. As shown in Fig. 6, three mean values \( \mu_c \), \( \mu_l \), and \( \mu_r \) are calculated for the three different subregions \( B_0 \), \( B_1 \), and \( B_2 \) within the square area. The central weighting function is defined as
\[
C_c(t_0) = \left[ K_c \cdot \left( \frac{\mu_l + \mu_c}{2} + \mu_l - \mu_u \right) / \mu_c \right] \tag{7}
\]
where
\[
\mu_c = \frac{1}{|B_0|} \sum_{p \in B_0} I(p), \tag{8}
\]
\[
\mu_l = \frac{1}{|B_1|} \sum_{p \in B_1} I(p), \tag{9}
\]
\[
\mu_r = \frac{1}{|B_2|} \sum_{p \in B_2} I(p) \tag{10}
\]
and \( K_c \) is a constant.

In the first stage feature extracting, main features are extracted by applying the cost function defined in (1). It is obvious that the intensity difference between main feature points and those points below and near the main feature areas are large. Therefore, unit step functions are involved in (1) to prevent from selecting the other features (such as eyebrows and nose) in the first stage process.

The cost function defined in (1) is slightly modified to extract the other feature points in the second stage feature extracting. The cost function for the second stage feature extracting is defined as
\[
F^s(t_0) = C_m(t_0) + C_c(t_0) \tag{11}
\]
where the unit step function terms have been taken off.

### C. First Stage Feature Extracting

Basically, the face region can be divided into three subregions, as shown in Fig. 7(a). The subregion \( R_a \) is expected to contain the right eye feature point, the left eye feature point is expected to appear in \( R_b \), and the mouth feature point is in \( R_c \).

\[
S_r(x + i, y) = \begin{cases} 0, & i = -\frac{d_y}{2}, \\ 1, & I(x + i, y) - \mu_m > K_m, \text{ and } i > -\frac{d_y}{2}, \\ -1, & I(x + i, y) - \mu_m < -K_m, \text{ and } i > -\frac{d_y}{2}, \\ S_r(x + i - 1, y), & |I(x + i, y) - \mu_m| \leq K_m, \text{ and } i > -\frac{d_y}{2} \end{cases} \tag{5}
\]

\[
S_c(x, y + i) = \begin{cases} 0, & i = -\frac{d_x}{2}, \\ 1, & I(x + i, y) - \mu_m > K_m, \text{ and } i > -\frac{d_x}{2}, \\ -1, & I(x + i, y) - \mu_m < -K_m, \text{ and } i > -\frac{d_x}{2}, \\ S_c(x, y + i - 1), & |I(x + i, y) - \mu_m| \leq K_m, \text{ and } i > -\frac{d_x}{2} \end{cases} \tag{6}
\]
In the subregions $R_a$ and $R_b$, the matching values of the eyebrow feature points, calculated by (1), are much lower than that of the eye feature points. The possibility of mistaking eyebrows for eyes is therefore very low in the first stage of feature extracting.

However, in the subregion $R_c$, the matching values of the nose feature point and the mouth feature point are very similar sometimes. Hence, it is possible that the nose feature point instead of the mouth feature is extracted from $R_c$. This situation can be avoided by separating the two features into two different subregions.

To exclude the nose feature point from $R_c$, the subregion should be modified after both eye feature points have been found. As shown in Fig. 7(b), the point $c$ is the central point of the two eye feature points ($c_1$ and $c_2$), and $R_c$ is a round region with the central point $c$ and a radius of $r$, where $r$ is equal to the distance between $c_1$ and $c_2$. The modified region [the shadow part in Fig. 7(b)] is

$$R_{c'} = R_c - R_c.$$

The mouth feature point is then searched in the subregion $R_{c'}$.

Because the face rotation angle is normally not large, the main feature points will not cross the boundaries of their associated subregions. By applying GA’s on searching the possible feature points and finding the one with the best matching value in each subregion, the three main feature points of a human face can always be extracted.

D. Second Stage Feature Extracting

After the main features have been extracted, the other feature points are searched in the three specified subregions $R_a'$, $R_b'$, and $R_c'$, as shown in Fig. 8. The points with the best matching values, which are evaluated based on (11), are extracted as the second feature points.

E. Postprocessing

When the feature points have been extracted, we want to determine rectangle windows with different sizes to specify the feature areas. The adjustment of the windows is done in this postprocessing stage.

Fig. 9(a) shows a region grown image generated from the preprocessing stage. It can be used to estimate the initial window size for each feature area. As shown in Fig. 9(a), we can find all the black regions that contain the feature points, and specify rectangle windows to surround these black regions. The imprecise feature areas are then specified, as shown in Fig. 9(b).

In addition to the region grown image, a thresholded image is generated by converting the intensity values of the points within the face region to binary values. The conversion rule is

$$B(i, j) = \begin{cases} 255, & I(i, j) < T, \\ 0, & I(i, j) \geq T \end{cases} (13)$$

where $T$ is a constant. The thresholded image can be used to refine the feature areas. Fig. 10(a) shows the thresholded image that is generated from the same source of Fig. 9(a).

As an example, assume one of the central points of the initial feature windows is at $(x, y)$, then the intensity accumulation of the four boundaries of the window that contains $(x, y)$ can be calculated as

$$G_0 = \sum_{i=2}^{x+2w} B(i, y - \frac{H}{2}) , \quad G_1 = \sum_{i=2}^{x+2w} B(i, y + \frac{H}{2}) ,$$

where $w$ is the width of the window.
where $W$ and $H$ are the width and the height of the rectangle window, respectively. The rectangle window is shrunk until the condition (18) is satisfied:

$$G_0 \cdot G_1 \cdot G_2 \cdot G_3 \neq 0. \quad (18)$$

The other feature windows are also shrunk by following the same rule. By proper adjusting of the feature windows, feature areas with clear boundaries can be obtained as shown in Fig. 10(b).

### III. GENETIC ALGORITHMS

Let $S$ be a solution space where all the elements in $S$ have their associated fitness values. The straightforward way to find the element with the maximum fitness value is to search among all the elements and to compare their fitness values. However, the computational complexity will be very high if the space size is large. In order to reduce the computational complexity, an efficient search algorithm should be applied.

If GA’s are applied to search for the global maximum in $S$, a population $P$ is maintained which consists of $N$ elements, where $N$ is the population size. Each element in $P$ is called a chromosome which is composed of a list of genes. The population $P$ will evolve into another population $P'$ by performing some genetic operations. The chromosomes with higher fitness values will have more probability to be kept in the population of the next generation, and to propagate their offspring. On the other hand, the weak chromosomes whose fitness values are small will be replaced by other stronger chromosomes. Therefore, the quality of the chromosomes in the population will be better and better. After a suitable number of generations, the mature population will be expected to contain the element with the global maximum value.

In this application, the solution space $S$ is a two-dimensional (2-D) image subregion, and each image pixel in the subregion is an element in $S$. Assume the central point of $S$ is located at $(\hat{x}, \hat{y})$. The $i$th chromosome $C_i$ in the population is defined as

$$C_i = \left[ \begin{array}{c} m_i \\ n_i \end{array} \right] = \left[ \begin{array}{cccc} a_{i,k-1} & a_{i,k-2} & \cdots & a_{i,1} & a_{i,0} \\ b_{i,k-1} & b_{i,k-2} & \cdots & b_{i,1} & b_{i,0} \end{array} \right],$$

where $i = 0, 1, \cdots, N - 1 \quad (19)$

and the relative location is

$$m_i, n_i = (x_i - \hat{x}, y_i - \hat{y}) \quad (20)$$

where $(x_i, y_i)$ represents the location of the central point of the template, and the codeword size $k$ depends on the region size. If the maximum value of the width and the height of the region is $w$, the value $k$ will be $\left\lceil \log_2 w \right\rceil$. The values of the genes are derived from the coordinate of the chromosome $(x_i, y_i)$, that is

$$a_{i,j} = \left[ \frac{m_i + 2w}{2^j} \right] \mod 2,$$  \hspace{1cm} (21)$$

$$b_{i,j} = \left[ \frac{n_i + 2w}{2^j} \right] \mod 2 \quad (22)$$

where $\mod$ denotes the modulo operation and $[\cdot]$ is a floor function. The relative location $(m_i, n_i)$ can be calculated from the values of the genes by

$$m_i = \sum_{j=0}^{k-1} a_{i,j} \cdot 2^j - 2a_{i,k-1}w,$$  \hspace{1cm} (23)$$

$$n_i = \sum_{j=0}^{k-1} b_{i,j} \cdot 2^j - 2b_{i,k-1}w \quad (24)$$

Fig. 11 depicts the block diagram of the genetic evolution implemented in our simulation. An initial population is formed before the evolution. In most GA’s based applications, the initial population is created by randomly selecting elements from the solution space. To reduce the iteration number, in our approach, the initial chromosomes are selected from the solution space as shown in Fig. 12. The coordinate of the $i$th
initial chromosome \((x_i, y_i)\) is
\[
x_i = \hat{x} + \Delta \cdot \hat{x}_i,
\]
\[
y_i = \hat{y} + \Delta \cdot \hat{y}_i,
\]
\[
\Delta = \left[ \frac{d}{4 \max(\hat{x}_N-1, \hat{y}_N-1)} \right],
\]
\[
\hat{x}_i = (-1)^i \left( \left[ i - l(l + 1) \right] \cdot \left[ 1 - 2 \sqrt{z} \mod 2 \right] + \left[ \frac{1}{2} l \right] \right),
\]
\[
\hat{y}_i = (-1)^i \left( \left[ i - l(l + 1) \right] \cdot [2 \sqrt{z} \mod 2] - \left[ \frac{1}{2} l \right] \right),
\]
\[
l = [\sqrt{z}]
\]
where \(d\) is the length of the region, and \([\cdot]\) and \(\lfloor \cdot \rfloor\) are the ceiling function and the floor function, respectively.

Each chromosome has an associated fitness value that is defined as
\[
f_i = U_{F(x_i, y_i) - F_{\tau}} \cdot (F(x_i, y_i) - F_{\tau}) + \delta_{F(x_i, y_i) - F_{\tau}}
\]
where \(F(x_i, y_i)\) is the matching value of the \(i\)th chromosome, and \(F_{\tau}\) is the \(\tau\)th maximum matching value among all the \(N\) matching values, and \(\delta\) is a delta function. The constant \(\tau\) determines how many chromosomes could be selected at most as the seeds in the reproduction stage for producing a rival population. The chromosomes with larger fitness values in the current population have higher probability to be selected as seeds of the next generation. This probabilistic scheme for selecting the seeds of new generations is known as probabilistic reproduction.

The reproduction method used in this work is similar to the weighted roulette wheel method [10]. For each chromosome, an interval \(r_i\) is calculated as
\[
r_i = \left[ \frac{\sum_{j=0}^{l} f_j \cdot \sum_{j=0}^{l} f_j}{\sum_{j=0}^{l} f_j} \right]
\]
where \(f_j\) is the fitness value of the \(j\)th chromosome in the population, and \(\cdot\) and \('\) denote closing and opening boundaries, respectively. When the interval of each chromosome has been determined, \(N\) real numbers, \(\alpha_p\), for \(p = 0, 1, \ldots, N - 1\), are randomly generated, where \(0 \leq \alpha_p < 1\). The value of \(\alpha_p\) will be bounded by some \(r_\omega\), that is, \(\alpha_p \in r_\omega\). The chromosome \(C_\omega\) is then selected as a seed to generate the rival population. It is possible that one chromosome can be selected twice or more. Because \(N\) real random numbers are generated, \(N\) seeds could be selected and placed in the mating pool. The seeds will be processed by the genetic operations of crossover and mutation.

The crossover method used here is the so-called uniform crossover [13]. For every two seeds, \(C_i\) and \(C_\omega\), \(0 \leq l \leq N - 1\), selected from the mating pool, two new chromosomes are produced by performing uniform crossover operations as
\[
m_i' = (m_i \cap M_{\omega}) \cup (m_\omega \cap M_i),
\]
\[
m_j' = (m_j \cap M_{\omega}) \cup (m_\omega \cap M_j),
\]
\[
n_i' = (n_i \cap M_{\omega}) \cup (n_\omega \cap M_i),
\]
\[
n_j' = (n_j \cap M_{\omega}) \cup (n_\omega \cap M_j),
\]
where \([m_i' n_i']\) and \([m_j' n_j']\) represent the new chromosomes, \([m_i n_i']\) and \([m_j n_j']\) are the original chromosomes selected from the mating pool, \(M_i\) and \(M_j\) are two randomly generated bit masks, and \(M_{\omega}\) and \(M_\omega\) are the complements of \(M_i\) and \(M_j\), respectively.

The crossover operations are applied to explore new elements from the search space. In this work, it is applied only when the mutation operation is performed on the most significant genes (MSG's) of the chromosomes (e.g., \(a_{k-1}, b_{k-1}\)), because the violent evolution by applying crossover is not proper when the chromosomes are expected to converge to the maximum.

After the crossover stage, each chromosome in the mating pool will be processed and transferred into a candidate chromosome of the new generation. Assume the current seed to be processed is \([m_i n_i]\), where \(m_i = [a_{i, k-1}a_{i, k-2} \cdots a_{i, 0}]\) and \(n_i = [b_{i, k-1}b_{i, k-2} \cdots b_{i, 0}]\). In the \(j\)th generation, the two genes \(a_{i, c}\) and \(b_{i, c}\) are varied, where \(z = k - 2 = (j \mod k)\). There are eight mutation operators, \([\zeta_p, \eta_p] p = 0, 1, \ldots, 7\), which can be applied in our implementation, that is
\[
d_{i, z} = a_{i, z} + \zeta_p,
\]
\[
d_{i, z} = b_{i, z} + \eta_p,
\]
where \(p\) is a random integer number whose value is between zero and seven. Because the chromosomes are randomly selected and put on the mating pool, it is not necessary to generate a random number for determining the \(p\)’s value. We simply set \(p\) to be \((j \mod 8)\). The mutation operators are therefore defined as
\[
\zeta_p = (-1)^i \left( \left[ p + 1 - l(l + 1) \right] \cdot \left[ 1 - 2 \sqrt{z} \mod 2 \right] + \left[ \frac{1}{2} l \right] \right),
\]
\[
\eta_p = (-1)^i \left( \left[ p + 1 - l(l + 1) \right] \cdot [2 \sqrt{z} \mod 2] - \left[ \frac{1}{2} l \right] \right),
\]
\[
l = [\sqrt{z} + 1].
\]

By applying these mutation operators, the neighboring points of the seeds are included in the rival population to be evaluated for their fitness values. The chromosomes with larger fitness values will have more copies in the mating pool, so more neighboring points of them will be included. On the contrary, less neighboring points will be included for those chromosomes with smaller fitness values. In other words, the number of included neighboring points are determined by the fitness values.

When the mutation operations are performed on the MSG’s, the chromosomes which are far from the original ones in the search space are generated. Whereas, the nearby chromosomes are generated when the mutation operations are performed on the least significant genes (LSG’s).
There are $N$ chromosomes in the mating pool after performing the genetic operations. Along with the original chromosomes in the current generation, $N$ chromosomes are selected from these $2N$ chromosomes according to their fitness values. Each chromosome can only be selected once, at most. The chromosomes with larger fitness values will be picked up as the members of the population in the next generation, and go through the next iterations of the genetic evolution. Although the sorting operation is needed in the survival competition stage, the overhead is not high because the population size is usually not large in this case. This stage is added in the proposed algorithm to prevent the chromosomes from being destroyed by the new ones with poorer fitness values, because the new chromosomes generated from the original ones are not guaranteed to have larger fitness values in GA’s.

The chromosome with the maximum fitness value is selected from the current population as the possible solution. The possible solution might be replaced by the other ones from a generation to the other generations. The iteration will be terminated if the solution is not updated for a predetermined period of iterations.

IV. EXPERIMENTAL RESULTS

The proposed algorithm has been implemented, on a SUN SPARC-10 workstation under Unix environment, at the Communication and Multimedia Laboratory, National Taiwan University. Figs. 13–15 show the experimental results selected from our simulations. Although the materials are originally color images, only the luminance components are shown because the chrominance components are not utilized in the proposed algorithm.

The thresholds used in our implementation are static for each input image. Their values are listed in Table I.

The two images ($352 \times 240$ pixels) in Fig. 13 were captured by a normal V8 camera and transferred into digital form by an A/D converter. There was no special lighting when the images were captured. That is, the images were captured in a normal environment without any special equipment. With the proposed algorithm the facial features of the two images can be extracted successfully, as shown in Fig. 13.

We also applied the proposed algorithm to analyze typical head-and-shoulder images, two CIF image sequences, Miss
Fig. 15. Simulation results of the eighth, thirty-first, seventy-first, seventy-sixth, eighty-third, and eighty-sixth frame from the Claire sequence. Notice that the eyes in the 8th and the 83th frames are closed. Moreover, the eyebrows of the second layer images are covered by hair.

### Table I

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_i$</td>
<td>0.024 $\times</td>
</tr>
<tr>
<td>$T_h$</td>
<td>0.39 $\times</td>
</tr>
<tr>
<td>$T_o$</td>
<td>35</td>
</tr>
<tr>
<td>$k$</td>
<td>50</td>
</tr>
<tr>
<td>$k_{mn}$</td>
<td>10</td>
</tr>
<tr>
<td>$k_c$</td>
<td>10</td>
</tr>
<tr>
<td>$T$</td>
<td>110</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Image</th>
<th>Area (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claire</td>
<td>3600</td>
</tr>
<tr>
<td>Miss America</td>
<td>8836</td>
</tr>
<tr>
<td>Chou</td>
<td>17689</td>
</tr>
<tr>
<td>Tseng</td>
<td>15376</td>
</tr>
</tbody>
</table>

America and Claire. Their resolution is 360 $\times$ 288 pixels. Each image in these two sequences was processed by applying the proposed algorithm and as expected the facial features had been extracted exactly. Figs. 14 and 15 show some of the simulation results. Notice that the eye features can still be extracted even though the eyes on the target images are closed.

Among the image sequences, the patterns of eyebrows and nostrils are nearly the same, but that of eyes and mouth varied violently in different image frames. Because eyes and mouth can be opened and closed in much freedom, the patterns might be totally different. In addition to the distortion of these features, the face of a head-and-shoulder image is nearly rigid. Since the features are extracted by template matching, the nonrigid nature of faces does not raise problems while comparing with the other methods. From the simulation results, it follows that the generic feature template defined in this paper works on this problem well.

The average areas of the face regions in different images are listed in Table II. In general, the necessary processing time for extracting facial features is proportional to the area of the face region.

Tables III and IV show the average ratios of execution time in different processing stages. The percentage of the execution time in the post-processing stage is small, so it is
not included in the table. In Table IV, GA’s are applied to the second stage feature extracting, whereas, GA’s are not applied to that stage in Table III. It follows from the two tables that the computational cost in the second stage feature extracting is largely reduced by applying GA’s in feature searching when the search range is large. Nevertheless, it will not benefit from GA’s if the search range is small, for example, the computational complexity is not improved in the Claire sequence.

Table V shows the ratios of the average number of searched points to the total number of candidate points. According to the table, it is known that most of the unnecessary point evaluations are avoided. Therefore, the computational complexity is largely reduced, although overheads are needed for applying GA’s in the searching process.

V. CONCLUSION

In this paper, an automatic facial feature extraction algorithm is proposed. In order to extract the facial features from a head-and-shoulder image, the face region is first estimated by the second-chance region growing method. The advantage of this method is that its computational cost is very low. The facial feature points are then searched based on genetic algorithms. We also defined a generic feature template and the associated cost functions. Because the complexity of calculating the cost functions is not high, and genetic algorithms are adopted to reduce the necessary search numbers, the whole system is very efficient. The proposed algorithm has been applied to many head-and-shoulder images. It is shown by computer simulations that the facial features can always be extracted exactly by applying the proposed algorithm.

This work focuses on extracting facial features from a single image. The temporal information between neighboring images has not been taken into consideration. When the feature extraction algorithm is applied to very low bit-rate video coding applications, the temporal relation of neighboring images in a video sequence can be employed. Because the movement of a human face in a scene is normally not violent, the positions of facial features in neighboring images are close to each other. By means of the temporal information, new techniques might be exploited to make the feature extraction algorithm even more efficient. This is one of our future work directions.
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