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Abstract

In this paper, we address three issues concerning data replica placement in hierarchical Data Grids that can be presented as tree structures. The first is how to ensure load balance among replicas. To achieve this, we propose a placement algorithm that finds the optimal locations for replicas so that their workload is balanced. The second issue is how to minimize the number of replicas. To solve this problem, we propose an algorithm that determines the minimum number of replicas required when the maximum workload capacity of each replica server is known. Finally, we address the issue of service quality by proposing a new model in which each request must be given a quality-of-service guarantee. We describe new algorithms that ensure both workload balance and quality of service simultaneously.

We conduct extensive simulation experiments to evaluate the effectiveness of our algorithms. The comparison with the previous Affinity Replica Location Policy demonstrates that our algorithms consistently outperform the heuristic algorithm both in terms of minimum number of replicas used and the actual data transmission time.
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1. Introduction

Data Grids provide geographically distributed storage resources for complex computational problems that require the evaluation and management of large amounts of data [4,13,22]. With the high latency of the wide-area networks that underlie most Grid systems, and the need to access/manage several petabytes of data in Grid environments, data availability and access optimization have become key challenges that must be addressed.

An important technique that speeds up data access in Data Grid systems replicates the data in multiple locations so that a user can access it from a site in his vicinity. It has been shown that data replication not only reduces access costs, but also increases data availability in many applications [13,24,18]. Although a substantial amount of work has been done on data replication in Grid environments, most of it has focused on infrastructures for replication and mechanisms for creating/deleting replicas [5,7,9,13,18,25,24,27]. We believe that, to obtain the maximum benefit from replication, strategic placement of the replicas is also necessary.

Thus, in this paper, we address the problem of replica placement in Data Grid systems. We assume a hierarchical data grid model because of its resemblance to the hierarchical grid management model found in many grid systems [32,7,13,25]. The hierarchical Data Grid model is also one of the most important common architecture in current use [1,7,13,25,11]. For example, in the LCG (WorldWide Large Hadron Collider Computing Grid) [32] project, 70 institutes from 27 countries form a grid system organized as a hierarchy, with CERN (the European Organization for Nuclear Research) as the root, or tier-0 site. There are 11 tier-1 sites directly under CERN that help distribute data obtained from the Large Hadron Collider (LHC) at CERN. Meanwhile, each tier-2 site in the LCG hierarchy receives data from its corresponding tier-1 site. In the future, LCG is expected to extend to more levels of tiers. The entire LCG grid can be represented as a tree structure. In the forthcoming EGEE/LCG-2 grid, the tree structure will comprise 160 sites in 36 countries.

In our data grid model, data requests issued by a client are served by traversing the tree upwards towards the root until a data copy is found. In many real-world grid systems, like the multi-tier LCG grid system [32], data requests go from tier-2 to tier-1 sites, and then to tier-0 sites if necessary, in the search of requested data. In addition, the grid hierarchy usually reflects the structure of the organization or the geographic locality, so our assumption that data requests travel up towards the root is reasonable.

Our replica placement strategy considers a number of important issues. First, the replicas should be placed in proper server locations so that each server’s workload is balanced. A naive placement strategy may cause “hot spot” servers that are overloaded, while other servers are under-utilized.

Another important issue is choosing the optimal number of replicas. The denser the distribution of replicas, the shorter the
distance a client site needs to travel to access a data copy. However, as noted earlier, maintaining multiple copies of data in Grid systems is very expensive; therefore, the number of replicas should be bounded. Clearly, optimizing the access cost of data requests and reducing the cost of replication are two conflicting goals. Thus, finding a suitable trade-off between the two factors is a challenging task.

Finally, we consider the issue of service locality. Each user may specify the minimum distance he/she can allow between himself/herself and the nearest data server. This is a locality assurance requirement that users may stipulate, and the system must ensure there is a server within the specified range to handle the request. In this paper, we study two data grid models. The first is called the “unconstrained model” in which the client can not specify locality requirements. This model provides us with insights into designing algorithms that balance the workload among replicas. The second model is called the “constrained model” in which each client can specify his/her own acceptable quality of service, in terms of the number of hops to the root of the tree. This is an important requirement, since different users may require different levels of service quality. We model this as a range limit, so the placement algorithm must ensure that all the replicas are placed in such a way that all the quality of service (QoS) requirements are satisfied. In the constrained model, the problem of evenly distributing the load of data requests over all the replicas is more challenging than in the unconstrained model.

We develop theoretical foundations for replica placement in the two models (constrained and unconstrained). Furthermore, we devise efficient algorithms that find optimal solutions for the three important problems described above.

We conduct extensive simulation experiments to evaluate the effectiveness of our algorithms. The comparison with the previous Affinity Replica Location Policy [1] demonstrates that our algorithms consistently outperform the heuristic algorithm both in terms of minimum number of replicas used and the actual data transmission time.

The remainder of the paper is organized as follows. Section 2 reviews related works. In Section 3, we describe the unconstrained model, and formally define our replica placement problem. Section 4 presents our replica placement algorithms for the unconstrained model. Section 5 defines the constrained model, while Section 6 presents our replica placement algorithms for the constrained model and provides a theoretical analysis of them. Section 7 presents our simulation experiments and evaluation of the algorithms. Finally, in Section 8, we present our conclusions, address some as yet unresolved problems, and indicate the direction of our future work.

2. Related work

Data replication has been commonly used in database systems [33], parallel and distributed systems [2,21,26,30], mobile systems [12,29], and Data Grid systems [1,7,23,25,27].

A number of works have addressed the placement of data replicas in parallel and distributed systems based on regular network topologies, such as hypercubes, tori, and rings. These networks possess many attractive mathematical properties that facilitate the design of simple and robust placement algorithms [2,30]. However, such algorithms cannot be applied to Data Grid systems directly due to the latter’s hierarchical network structures and special data access patterns, which are not common in traditional parallel systems. An early approach to replica placement in Data Grids, reported in [1], proposed a heuristic algorithm called Proportional Share Replication for the placement problem. However, the algorithm does not guarantee that an optimal solution will be found.

Another group of related works that focus on placing replicas in a tree topology can be divided into two types of model. The first allows a request to go up and down the tree searching for the nearest replica. For example, Wolfson and Milo [33] proposed a model in which no limit is set on the server’s capacity. There are two cost categories in this model: the read cost and the update cost. The read cost is usually defined as the number of hops, or the sum of the communication link costs from a request to its server. The update cost, on the other hand, is usually proportional to the sum of the communication link costs of the minimum subtree that spans all the replicas. The goal in [33] is to minimize the sum of the read and update costs, which can be achieved by a greedy method in \( O(n) \) time, where \( n \) is the number of nodes. Kalpakis et al. [16] developed a model in which each server has a capacity limit and each site has a different building cost, called the site cost. The objective is to minimize the summation of the read, update and site costs. The authors showed that the optimal placement could be found in \( O(n^2C^2) \) time; however, for an incapacitated server model, the cost would be \( O(n^2) \), where \( n \) is the number of nodes and \( C \) is the maximum capacity of each tree node. Unger and Cidon [31] suggested a similar model to that of Kalpakis, but without the server capacity limit. As a result, the time required to find the optimal placement is reduced to \( O(n^2) \) [31]. Jaeger and Goldberg [14] proposed a model in which there are a known number of servers in the tree, each with equal capacity. There are no read, write, or site building costs, and the goal is to assign the request to a server (not necessarily the nearest one), so that the maximum distance from a client to its assigned server is minimized. The optimal solution can be found by a greedy method in \( O(n^2) \) time. Korupolu et al. [17] developed a model in which the read cost is slightly different from that of other models. A data request must go from the client to the least common ancestor of the client and the replica, and then to the replica so that the read cost is proportional to the depth of the subtree rooted at the common ancestor. The authors present various approximation algorithms that achieve good replica placement.

The second type of model only allows a request to search for a replica towards the root of the tree. For example, Jia et al. [15] suggested a model in which neither the server’s capacity nor the site’s building cost are set. The goal is to minimize the sum of the read and update costs while placing \( k \) replicas, which can be achieved by dynamic programming in \( O(n^2k^2) \) time. Cidon et al. [6] proposed a similar model in which a replica is associated with a site’s building cost, but there is no update cost. The goal is to minimize the sum of the read and storage costs, which can be achieved by dynamic programming in \( O(n^2) \) time. Liu et al. considered the minimum number of servers and load balancing in [20], and added the range constraint in [19]. Rehn-Sonigo [26] subsequently described a model in which there is a range limit on the number of hops a request can make from its assigned replica, but there is no server capacity limit. The objective is to find a feasible solution and minimize the sum of the update and storage costs, which can also be achieved by dynamic programming in \( O(n^2) \) time. Liu et al. considered the minimum number of servers and load balancing in [20], and added the range constraint in [19]. Rehn-Sonigo [26] subsequently described a model in which there is a range limit on the requests and bandwidth constraints on the network links. The objective function is to minimize the total server utilization cost, which can be achieved by dynamic programming in \( O(n \log n) \) time, where \( l \) is the maximum range limit among the nodes. Benoit et al. propose two new tree communication models where clients do not need to go to the nearest server, or a request can be served by multiple servers [3]. They also show that when server capacity is heterogeneous, the server placement problem is NP-complete, even for simple topology like tree [3].

Our model focuses on the tree topology in which the requests only travel up towards the root. In real-world grid systems like LCG [32], the requests go from tier-2 to tier-1 sites, and then to tier-0 sites if necessary, searching for data. The grid hierarchy usually
reflects the structure of the organization or geographic locality, so the assumption that requests travel up towards the root is reasonable.

In most works, the objective is to minimize the sum of the read/write costs generated by all requests. However, a Data Grid system usually consists of multiple data servers connected by switches that enable concurrent data transfer between independent pairs of clients and servers. Therefore, in a Data Grid environment, the overall performance of the system is dominated by the performance of the server with the heaviest workload. Although we believe that the load balance of servers is the key optimization criterion for Data Grid systems, we also believe that load balance and quality of service should be considered simultaneously. To date, this aspect has not been adequately addressed in the literature.

The server placement problem we studied in this paper is a combination of minimum dominating set problem and graph partitioning problem, both problems are well known NP-complete for general graphs [10]. The minimum dominating set is a special case of our server placement problem when the minimum distance demanded by every client is 1, and the graph partition problem is similar to our server placement problem because we want to partition a tree into $k$ subtrees of roughly equal sizes in term of workloads. Despite the fact that both minimum dominating set and graph partitioning are NP-complete for general graphs, we are able to utilize the tree topology to derive dynamic programming solutions for the server placement problem. Recently Benoit et al. show that when server capacity is heterogeneous, the server placement problem remains NP-complete, even for simple topology like tree [3]. We are able to show that when the server capacity is uniform, there does exist efficient algorithms. Also note that the server placement problem is more complicated than the original minimum dominating set problem because the minimum distance to a server is not a constant, and it is also more complicated than the original graph partitioning problem since the workload is not uniform.

3. The unconstrained model

Before addressing the issue of workload balance among replicas, we describe our unconstrained data grid model in detail. We use a tree, $T$, to represent a data grid system. The root of the tree, denoted by $r$, is the hub of the data grid. A database replica can be placed on any tree node, except the hub $r$. All the tree’s leaves are local sites, where users can access databases stored in the data grid system.

Users of a local site can access a database as follows. First a user request tries to locate the database replica locally. If the replica is not found, the request travels up the tree to the parent node to search for the replica. In other words, the user request goes up the tree and uses the first replica encountered on the path to the root. If after traveling up the path, a replica is not found, the hub will service the request. For example, in Fig. 1, a user request tries to access data at node $a$. As the data is not available at $a$, the request goes to the parent node, $b$, where the data is not available either. Finally the request reaches node $c$, where the replica is found.

The goal of our replica placement strategy is to place the replicas such that various objectives can be satisfied. This raises a number of questions. For example, if we can accurately estimate how often a leaf node is used to locate specific data, where do we place a given number of replicas so that the maximum amount of data a replica has to handle is minimized? In addition, if we fix the workload that a replica can handle, how many replicas do we need, and where should we put them?

We now formally define the goals of our replica placement strategy. Let $l$ be a leaf node of the set of all leaves $L$, and let $w(l)$ be the number of data requests generated by $l$. Note that, for ease of discussion, we focus on the case where only leaves can request data. All the results in this paper can be generalized to cases where all the tree’s nodes, including the internal nodes, can request data. Next, based on the data grid access model described above, we define the workload of a particular node after the replicas have been placed. Let $T$ be a data grid tree, $N$ be the set of nodes in $T$, and $R$ be a subset of $N$, with a replica placed on every node of $R$. The workload for a node $n$ of $N$, denoted as $f(n)$, is defined recursively as follows:

$$f(n) = \begin{cases} w(n) & \text{if } n \text{ is a leaf} \\ \sum_{c} f(k) & \text{c is a child of } n, \text{ and } c \notin R. \end{cases}$$

The maximum workload of $R$ is the maximum workload of all nodes of $R$ and the hub. We include the hub because it services all data requests not serviced by replicas. We now formally define the problems.

- **MinMaxLoad**: given the number of replicas $k$, find a subset of tree nodes $R$ with cardinality $k$ that minimizes the maximum workload.
- **FindR**: given the amount of data $D$ that a replica or the hub can service, find the subset $R$ with minimum cardinality such that the maximum workload is not greater than $D$.

4. Algorithms for the unconstrained model

In this section, we describe our algorithms for solving the MinMaxLoad and FindR problems in the unconstrained model. We solve FindR first, and use that algorithm to solve MinMaxLoad.
The workload of the nodes in a data grid tree $T$ when $D$ is 18. A heavy node is represented by a dark circle, and a critical node is represented by a gray circle.

4.1. $\text{FindR}$

The $\text{FindR}$ problem can be stated as follows. Given a grid tree and the workload on its leaves, a constant $k$, and a maximum workload $D$, find a subset of tree nodes $R$ with cardinality no more than $k$ in which to place the replicas so that the maximum workload on any replica in $R$ and on the hub is no more than $D$ (Fig. 2). Such $R$ sets are referred to as “feasible”. A feasible $R$ is optimal if it minimizes the workload on the hub.

To simplify the discussion, we first classify tree nodes into two categories. Suppose there is no replica in the tree, the workload on a leaf $n$ is just $w(n)$, and the workload on an internal node is the sum of the workloads of its children. If a tree node has a workload greater than $D$, we call it a heavy node; otherwise, it is a light node. If a light node has a heavy parent, we call it a critical node. Fig. 3 illustrates the case where $D$ equals 18. It is obvious that we can always find an optimal $R$ for the $\text{FindR}$ problem; thus $R$ does not contain any non-critical light nodes.

**Observation 1.** There exists an optimal replica set that does not contain any non-critical light nodes.

**Proof.** Let $R^*$ be an optimal replica set that contains $n$, a non-critical light node. Consider the unique critical light ancestor $m$ of $n$, and the subtree rooted at $m$. All the replicas in this subtree can be replaced by a single replica at $m$, without increasing the workload on any of $m$'s ancestors. This is a feasible solution, since, by the definition of a light node, the total workload of this subtree is at most $D$. For example, consider the tree in Fig. 3. Node $n$ is a non-critical node and $m$ is the unique critical light ancestor of $n$. All the replicas placed in the subtree rooted at $m$ can be replaced by a single replica at $m$, so there must exist an optimal replica set that does not contain any non-critical light nodes. ■

With Observation 1 in place, we only need to consider heavy and critical nodes in our search for the optimal replica set. The following lemma reduces our search space further.

**Lemma 1.** Let $T$ be a data grid tree, $p$ be a heavy node with only critical children, and $e$ be the child of $p$ that has the maximum workload. There exists an optimal replica set that contains $e$.

**Proof.** Consider an optimal replica set $R^*$ that must contain a child of $p$ (denoted as $f$); otherwise, $p$ will be flooded with more than $D$ requests. If $f$ is not $e$, we replace it with $e$. The new replica set is feasible, since both $e$ and $f$ are light. Also this switch will not increase the workload on $p$ or any of its ancestors.

Again we consider the tree in Fig. 3. The heavy node $p$ has two children $e$ and $f$, with workload 14 and 12, respectively. If we do not place any replica at either $e$ or $f$, the workload of $p$ will reach 26, which is larger than the threshold $D = 18$. If we place a replica at $f$, this choice of location can always be replaced by placing a replica at $e$, which will only reduce that workload that reaches $p$ and its ancestors, since the workload at $e$ is higher than the workload at $f$. Therefore, it is always possible to find an optimal replica set that contains $e$. ■

By Observation 1 and Lemma 1, we derive a baseline algorithm, called Feasible, for $\text{FindR}$. Given the tree $T$, the replica capacity $D$, and the number of replicas allowed $k$, the Feasible algorithm determines whether there is a feasible replica set with cardinality $k$ or less by repeatedly picking the critical leaf that has the maximum workload.

**Feasible(T, D, k)**

{ Compute the workload of all internal nodes.
 Remove all non-critical nodes.
 Repeat at most $k$ times

{ Pick a heavy node that has only critical leaves.
 Pick the critical leaf (e) that has the maximum workload.
 Add e to R.
 Remove e from the tree.
 Adjust the workload for all the ancestors of e.
 If the ancestor becomes non-critical, remove it.
}

If the tree is empty,
 we have a solution R;
 else
 we do not have a feasible replica set.
}
workload at most $k$ times. If the tree becomes empty, a solution is found. The pseudo code of Feasible is given in Fig. 4.

Note that once we pinpoint a critical child $e$ on which to place a replica, we must deduct $w(e)$ from the workload of all of its ancestors, including the hub. This might cause some of the heavy ancestors to become light nodes, which are non-critical and should be removed. We repeatedly update the workload towards the root, remove the ancestors and their subtrees if they become non-critical, and finally reach a node that has become critical. We repeat this process by selecting a heavy node with only critical children, as shown in Fig. 5.

We analyze the time complexity as follows. Let $n$ be the number of tree nodes. It only takes $O(n)$ time to compute the workload when no replica is placed; thus we can determine the category for every node. Also, since a node can only be removed once, the removal cost is bounded by $O(n)$. However, the cost of updating the workload of the ancestors could be very expensive. For example, consider a skewed tree of height $\Omega(n)$. We may need to update all the ancestors of every child with the maximum workload that we pick from the bottom of the tree so that the total cost could be as high as $\Omega(n)$. 

4.2. Lazy updating

We improve our Feasible algorithm by introducing a concept called lazy update, which ensures that the update cost is not prohibitive. Lazy update assigns a deduction value to each internal node $n$ (denoted by $d(n)$) to keep track of the amount of the workload that should be removed from $n$ and all of its ancestors.

The lazy update mechanism traverses the heavy nodes depth first. When a heavy node with only critical children is found, lazy update picks the child (denoted as $c$) with the maximum workload on which to place a replica in the same way as the baseline algorithm Feasible. It then subtracts $w(c)$ (the workload of $c$) along the path from $c$ back to the hub, as shown in Fig. 6. If an ancestor becomes non-critical, it is removed, as in Feasible (e.g., nodes $g$ and $h$ in Fig. 6). When the lazy update reaches a heavy node (node $e$ in Fig. 6) which becomes critical after reducing its workload by $w(c)$, it does not try to deduct $w(c)$ from the workload of each ancestor of $e$. Instead, it adds $w(e)$ to the deduction value of $e$'s parent (denoted by $f$ in Fig. 6), and starts the traversal from $f$. Note that, because of this “deduction”, we do not have to reduce the workload of other tree nodes on the same path from the leaf to the hub. As a result, when the lazy update deducts some workload $w(c)$ from $e$, it must add $w(e)$ to $d(f)$ (i.e., the deduction value of $f$).

The purpose of the depth-first-search is to ensure that all the deduction values are kept on the same path of the subtree that the request is traversing to the hub. Otherwise, one part of the tree may not be aware of the value of a deduction in another part of the tree, and the decision about whether or not a tree node is heavy could be incorrect.

Next, we analyze the time complexity of lazy update, especially the deduction component. As each node can only be removed once, the cost of removal is bounded by $O(n)$, where $n$ is the number of tree nodes. When a replica is placed on a critical node $c$, the ancestors of $c$ could be updated in three ways. First, an ancestor could be removed, since, after deducting $w(c)$, it becomes a light node (i.e., nodes $g$ and $h$ in Fig. 6). Second, an ancestor could become a critical node ($node e$) after $w(c)$ is deducted from its workload. Third, an ancestor could add $w(c)$ to its deduction value. Because an ancestor can only be removed once, the total cost of the first kind of lazy update is bounded by $O(n)$. Also, each replica that is placed will incur the second and third kinds of update once, so their total cost is bounded by $O(k)$.

We now analyze the cost of selecting the critical node with the maximum workload among its siblings. It is easy to see that there can be at most $k$ such selections because we can only pick at most $k$ replicas. For every internal node, we need to maintain the relative order among its children according to their workload. Once the workload of any child is changed (e.g., due to a replica placed in its subtree), the relative order needs to be recomputed. As a result, we need a data structure that supports fast insertion/deletion, and selection of the maximum workload. Clearly, we only need to keep the $k$ largest children of every internal node, since we have at most $k$ replicas. Therefore, we do not need to keep track of all the children; the $k$ largest children will be sufficient. We achieve this goal with a sorted list containing at most $k$ elements. The overall list maintenance time is bounded by $O(k \log k)$.

Initially the sorted list contains the $k$ largest children of every parent. Whenever we need to place a replica on the heaviest child (denoted by $c$ in Fig. 6) of a parent node $h$, we check if $h$ remains heavy. If it does, we remove $c$ from the list of $h$, and finish in $O(1)$ time. If $h$ becomes light, we remove $h$ and start moving up the
LazyUpdate($v$)
{
    if $v$ is a heavy node that has only critical leaves
    {
        Pick the critical leaf ($e$) that has the maximum workload.
        Add $e$ to $R$.
        Remove $e$ from the tree.
        Adjust the workload of ancestors on the path to the hub.
        If an ancestor becomes non-critical, remove it until a
        critical ancestor $c$ is found.
        Add $w(e)$ to the deduction of $c$’s parent.
    } else {
        For each heavy child $h$
        
        LazyUpdate($h$)
    }
}

Until all tree nodes have been removed.

Fig. 7. The pseudo code of the LazyUpdate algorithm for FindR.

tree until we reach a critical ancestor $e$. Now we must update the
workload of $e$, and find a new position for $e$ in the sorted list of
children of $f$, where $f$ is the parent of $e$ (Fig. 6). It takes $O(k \log k)$
time to insert the new updated child into the sorted list, since the list has
at most $k$ elements. Recall that the overall list maintenance time is
bounded by $O(k \log k)$, as there are at most $k$ replicas to place and we
make at most one insertion for every replica placed.

The only remaining question is: How can we initialize the sorted
list for every internal node? If the value of $k$ is small, we simply
choose the $k$ largest children of every parent repeatedly, with a
total time of $O(kn)$. If the value of $k$ is large, we sort all tree
nodes with the parent as the primary key, and the workload as
the secondary key. Each parent will then be aware of its $k$ largest
children; therefore, the initialization cost is $O(min(kn, n \log n))$.

Finally, we aggregate all the costs. The time taken to initialize
the sorted list is $O(min(nk, n \log n))$, the time required to maintain
the sorted lists is $O(k \log k)$, and the time for tree traversal and
updating the workload is $O(n)$. The total time is bounded by
$O(min(nk, n \log n) + k \log k + n) = O(n \log n)$ since $k \leq n$.

**Theorem 1.** The LazyUpdate algorithm finds the optimal replica set
for FindR in $O(n \log n)$ time, where $n$ is the number of tree nodes in
the data grid (Fig. 7).

4.3. MinMaxLoad

With the LazyUpdate algorithm in place, we are ready to
derive an algorithm called BinSearch for the MinMaxLoad
problem, which can be stated as follows. Given a grid tree, the
workload on its leaves, and a constant $k$, find a subset of tree nodes
$R$ with cardinality no more than $k$ in which to place the replica so
that the maximum workload on every replica in $R$ and on the hub is
minimized.

The BinSearch algorithm finds the replica set by “guessing”
the maximum workload through a binary search. We guess a
value $D$ as the maximum workload on the replica and the hub.
If the LazyUpdate algorithm cannot find a feasible replica set
for this $D$, we increase the value of $D$; otherwise, we reduce it.
We assume that all the workloads are integers and there is an
upper bound $U$ on the workload of every node; therefore, the total
workload is bounded by $O(nU)$. Clearly, after $O(\log n + \log U)$ calls
of LazyUpdate, we will be able to find the smallest value of $D$ such
that $k$ replicas are sufficient.

Next, we analyze the time complexity of BinSearch. Note that
in LazyUpdate, we need an initialization phase that computes a
sorted list of children for every parent. This task is only
performed once in BinSearch, since the tree is the same
throughout the binary search. Each iteration of LazyUpdate takes
$O(k \log k + n)$ time, but the total cost of BinSearch is bounded by
$O(min(nk, n \log n) + (\log n + \log U)(k \log k + n))$. In a grid system,
the number of replicas, $k$, is usually bounded by a small constant,
so it is very expensive to duplicate data; therefore, we assume that
$k$ is bounded by $O(\frac{n}{\log n})$. In addition, the bound on the workload, $U$,
is usually represented by a 32-bit integer. To summarize, the total
evolution time becomes $O(n \log n)$ when $k$ is bounded by $O(\frac{n}{\log n})$.

**Theorem 2.** The BinSearch algorithm finds the optimal replica set
for MinMaxLoad in $O(n \log n + \log U)$ time, where $n$ is the number
of tree nodes in the data grid, $U$ is the maximum workload on the
leaves, and the number of replicas is $O(\frac{n}{\log n})$. If there is a constant
bound on $U$, the cost is $O(n \log n)$.

5. The constrained model

The constrained model is similar to the unconstrained model,
except that each request has a range limit, which serves as a locality
assurance. This means a request must be served by a replica, or the
hub, within a fixed number of hops towards the root. For example,
in Fig. 8, if a user at node $a$ were to specify a range limit of 2 or more,
his/her would be able to access the data at node $c$. If the range limit
from $a$ were 1 instead, the request would fail, since a server could
not be placed at either $a$ or $b$. Formally, we define that a request
can reach a server if the number of communication links between
it and the nearest replica on the path to the hub is no more than its
range limit.

The added range constraint complicates our goal of developing
an efficient replica placement strategy. We must now determine
where to place a given number of replicas so that the amount of
data a replica server has to handle is minimized, under the
constraint that all requests can find a replica within their specified range limits. Similarly, if we fix the total workload a replica server can handle, then we need to decide the minimum number of replicas and the best locations to place them.

Next, we formally define the goals of our replica placement strategy. Let \( v \) be a leaf in a data grid tree; then \( w(v) \) is the workload of \( v \), and \( l(v) \) is its range limit. For ease of explanation, we only allow the leaves to issue data requests. However, it is trivial to generalize the results of this paper to cases where the internal nodes can also issue data requests.

Let \( R \) be a subset of \( V \), and let a replica be placed on each node of \( R \). Based on the data grid access model described earlier, we define the server of each leaf \( v \) as the first node in \( R \) that \( v \) encounters when its request travels up towards the root of \( T \). This server node is denoted by \( s_g(v) \). The workload on a tree node \( v \) is defined as the sum of the data requests for which \( v \) is the server, i.e., \( w_s(v) = \sum_{g(v) = w(l)} w(l) \). However, if the distance between a leaf \( v \) and its server \( s_g(v) \) is greater than its range limit \( l(v) \), the workload of the server is set to infinity.

From the definitions above, we can define that a replica set \( R \) is range feasible if and only if none of the tree nodes has an infinite workload, i.e., every request can reach a server (or the hub) within its range limit. In addition, let the maximum workload induced by \( R \) be the maximum workload on all nodes of \( R \) and the hub. We include the hub because any data requests not serviced by \( R \) will be serviced by the hub. A replica set \( R \) is workload \( W \) feasible if and only if the maximum workload of the tree root in \( R \) is no more than \( W \). Note that this definition implies that a workload \( W \) feasible replica set is also range feasible.

Our objective is to solve the two problems, MinMaxLoad and FindR, in this constrained model.

### 6. Algorithms for the constrained model

We now describe the algorithms used to solve MinMaxLoad and FindR. Similar to the case in the unconstrained model, we will solve FindR first, and then use that algorithm to solve MinMaxLoad.

#### 6.1. FindR

The FindR problem can be stated as follows. Given a data grid tree \( T \), the workload and the range limit on its leaves, and the maximum workload \( W \), find a workload \( W \) feasible replica set \( R \) with minimum cardinality. We use \( m(T, W) \) to denote this minimum cardinality. We also define that a replica set \( R \) is optimal for \( T \) and workload \( W \) if \( R \) is workload \( W \) feasible, (with only \( m(T, W) \) replicas), and it minimizes the workload on the hub.

Hereafter, we do not use “for workload \( W \)” when the context clearly indicates the workload bound.

The complication introduced by the range limit can be easily understood by the fact that Lemma 1 is not valid in the constrained model. In the unconstrained model, we can determine where to put a replica by a greedy method, since Lemma 1 guarantees that it is always safe to select the heaviest request. However, in the constrained model there is a conflict between the workload and the range limit. If the heaviest request has a large range limit, choosing the second heaviest request that has a smaller range limit may be the best solution, since it can travel further up the tree to find a replica.

#### 6.1.1. Contribution function

We first define several terminologies. Consider a data grid tree \( T \) with \( r \) as the root. Let \( v \) be a node in \( T \), \( t(v) \) be the subtree rooted at \( v \), and \( t'(v) = t(v) - v \), i.e., the forest of subtrees rooted at \( v \)'s children. Also, let \( a(v, i) \) denote the \( i \)-th ancestor of node \( v \) while it is traveling toward the root of \( T \).

We now define a contribution function \( C(v, i) \). \( C(v, i) \) indicates the minimum workload on node \( a(v, i) \) contributed by \( t'(v) \). Note that if the node \( a(v, i) \) is a leaf, \( C(v, i) = w(v) \) when \( i \leq l(v) \), and infinity when \( i > l(v) \).

Fig. 9 illustrates an example of the \( C \) function. The optimal replica set requires three replicas for \( T \) when the workload \( W \) is 60, i.e., \( m(t(r), 60) = 3 \). The replicas should be placed at leaves \( a, b, \) and \( c \) to minimize the workload on \( r \) to \( C(r, 0) = 35 \). However, if we try to minimize the workload on \( s = a(r, 1) \) by placing just three servers, we can only achieve \( C(r, 1) = 55 \) by placing replicas at nodes \( a, b, \) and \( e \). We need to place a replica on node \( e \), since its range limit is only 1. Now, with regard to the workload on \( t = o(r, 2) \), as we can not limit the workload to 60 by placing only three replicas in \( t'(r) \), \( C(r, 2) \) is set to infinity. The infinity means that there is no way we can place only three replicas among \( a, b, c, d, \) and \( e \) so that all the range requirements are fulfilled and the workload reaching \( t \) is bounded by 60.

#### 6.1.2. Bottom-up computation

Here, we describe a bottom-up process for computing the \( C \) and \( m \) functions for every node in a data grid tree. By definition, if \( v \) is
By definition, \( C(v, i) = w(v) \) when \( i \leq l(v) \), and infinity otherwise. Now we want to compute the \( C \) and \( m \) functions for an internal node \( v \) that has children \( v_1, \ldots, v_n \). Since the process is bottom-up, we assume that all the \( C \) and \( m \) functions of \( v_1, \ldots, v_n \) are known. The following theorem establishes the relation between the optimal replica sets for a tree and any of its subtrees.

**Theorem 3.** Consider a data grid tree \( T \), a node \( v \) in \( T \), and a workload \( W \). There exists an optimal replica set \( R \) for \( T \) with workload limit \( W \) so that \( |R \cap t'(v)| = m(t'(v), W) \)

**Proof.** By definition, \( t(v) \) requires at least \( m(t(v), W) \) replicas to be placed in \( t'(v) \) to ensure that the workload on \( v \) is within \( W \). As a result, there does not exist an optimal replica set \( R \) for \( T \) that could place less than \( m(t(v), W) \) replicas in \( t'(v) \).

Now, if an optimal replica set \( T \) for \( T \) places more than \( m(t(v), W) \) replicas in \( t'(v) \), it places at least \( m(t(v), W) + 1 \) replicas. In such a case, when we construct an optimal replica set for \( T \), we simply place \( m(t(v), W) \) replicas according to an optimal replica set for \( t'(v) \), and place one extra replica on \( v \). The resulting new replica set for \( T \) does not increase the workload; therefore, it is also an optimal solution for \( T \).

Consider the example in Fig. 10. We assume that \( m(t(v), W) = 2 \), which means that we can place only two replicas in \( t'(v) \) to satisfy all the range and capacity requirements in \( t(v) \), as shown in Fig. 10(b). If a global optimal solution places three replica in \( t'(v) \) as in Fig. 10(a), we can then place two replica as suggested by the local optimal solution for \( t'(v) \), then place the remaining replica at \( v \). This new placement (Fig. 10(c)) is also an optimal solution because it uses the same number of replica as in the original placement (Fig. 10(a)), and can satisfy all the range and capacity requirements.

Theorem 3 suggests that for a node \( v \) with children \( v_1, \ldots, v_n \), there exists an optimal replica set \( R \) with workload limit \( W \) such that \( |R \cap t'(v)| = m(t(v), W) \) for \( 1 \leq j \leq n \). As a result, to find the optimal replica set for \( t'(v) \), we need to place sufficient replicas on \( v_j \)'s children such that the sum of their \( C(v_j, 1) \) is at least \( \sum_{1 \leq j \leq n} C(v_j, 1) - W \). This can be easily done by repeatedly placing a replica on the remaining \( v_j \) that has the largest \( C(v_j, 1) \) until the workload on \( v \) is within \( W \). Let this set of \( v_j \)'s be \( e(v, 0) \), the children of \( v \), each of which must be assigned a replica to minimize the workload on \( a(v, 0) = v \). Now we have \( m(t(v), W) = \sum_{1 \leq j \leq n} m(t(v_j), W) + |e(v, 0)| \), and \( C(v, 0) = \sum_{v_j \in e(v, 0)} C(v_j, 1) \).

After determining \( m(v, W) \), we want to compute \( C(v, i) \) for \( i > 0 \).

**Theorem 4.** Consider a data grid tree \( T \), a node \( v \) in \( T \) with children \( v_1, \ldots, v_n \), and a workload \( W \). There exists a replica set \( R \) so that \( |R| = m(T, W) \), \( R \) minimizes the total workload induced by \( R \) from \( t'(v) \) on \( a(v, i) \) for \( i \geq 1 \), and \( |R \cap t'(v)| = m(t'(v), W) \).

**Proof.** Th proof is similar to that of Theorem 3. Consider Fig. 11. First, \( |R \cap t'(v)| \) could not possibly be less than \( m(t(v), W) \); otherwise, the workload on \( v_j \) would already be greater than \( W \). If \( R \) has more than \( m(t(v), W) \) replicas in \( t'(v) \), we can only place \( m(t(v), W) \) replicas in \( t'(v) \), according to any optimal replica set for \( t'(v) \), and place one replica on \( v_j \). The resulting replica set would not increase the workload of \( a(v, i) \).

An important implication of Theorem 4 is that when we compute \( C(v, i) \) for \( i > 0 \), we can be certain that there exists a set of replicas that can minimize the total workload on \( a(v, i) \) with a known number of replicas in each \( t'(v_j) \) (i.e., \( m(t(v), W) \)). By definition, \( C(v, i) \) is the minimum workload on the ancestor \( a(v, i) \) contributed by \( t(v) \) by placing \( m(t(v), W) \) replicas in \( t'(v_j) \), and none at \( a(v, j) \) for \( 0 \leq j < i \) (see Fig. 11 for an illustration). Since we know the number of replicas in each \( t'(v_j) \), we know there exists an \( R \) that can minimize the total workload \( a(v, i) : \) by placing extra \( m(t(v), W) - \sum_{1 \leq j \leq n} m(v_j, W) \) replicas among \( t'(v_j) \).

Now, it is clear that by choosing \( m(t(v), W) - \sum_{1 \leq j \leq n} m(v_j, W) \) replicas that have the largest \( C(v, i + 1) \) (denoted as \( e(v, i) \)), we can derive \( C(v, i) = \sum_{v_j \in e(v, i)} C(v_j, i+1) \).

6.1.3. Top-down replica placement

We now place replicas from the top to the bottom of the tree recursively. Consider a node \( v \) with \( n \) children \( v_1, \ldots, v_n \). Our goal is to place replicas such that the workload on \( a(v, i) \) is minimized by placing \( m(v, W) \) replicas in \( t'(v) \); therefore, our recursion starts from the root with \( i = 0 \). From the discussion in Section 6.1.2, we know we can accomplish this by placing replicas in \( e(v, i) \) — the subset of \( \{v_1, \ldots, v_n\} \), each of which has been assigned a replica in order to minimize the workload on \( a(v, i) \).

We consider two cases. In the first, we consider a set of \( v_j \)'s in \( e(v, i) \). Let \( A \) denote the set of children of these \( v_j \)’s. We can start...
the recursion from each node of A with i set to 0, since we know that every node in e(v, i) now has a replica. In the second case, we consider the set of v's that are not in e(v, i). From Theorem 4, we know that if we want to minimize their contribution to a(v, i), we just need to focus on those replica sets that have m(v, W) replicas in t'(v). In addition, we know we can assume that there will be no replica in any v'. As a result, we simply retrieve e(v, i + 1) — the subset of v's children that should be assigned an extra replica to minimize the workload of a(v, i).

Consider the example in Fig. 12. The recursion starts at a with i = 0. Suppose we need to place replicas on b and c, which have already been determined from the previous bottom-up computation for contribution function C(a, 0). Now we only need to recursively perform the top-down replacement placement at the children of b and c, namely f, g, h, and i. After placing the replicas on nodes b and c, we know that replicas will not be placed at d and e. Now consider the three subtrees of d. We know there exists a replica set that can minimize the contribution to a, with m(j, W) replicas in t'(j), m(k, W) replicas in t'(k), and m(l, W) replicas in t'(l). We also know that this replica set has no replica in d. As a result, we simply retrieve e(d, 1) — the subset of {j, k, l} that should be assigned an extra replica to minimize the workload of a. Suppose the set e(d, 1) contains j and k, each of them will be assigned a replica. The recursion will start at the children of j and k with i set to 0, and then at l with i set to 2, to reflect the fact that the workload within l will contribute to a, which is located two hops above.

We call this replica-placement algorithm the PlaceReplica.

6.1.4. Time complexity analysis

We analyze the time complexity of PlaceReplica by focusing on the bottom-up computation of the C function, since it dominates the total computation time. For each tree node v, we need to compute its C(v, i) up to i = L, where L is the maximum range limit of all the nodes. Let the number of children of v be n then, the computation requires n log n, if we sort the C function values of all of v's children. Note that this requires the values to be sorted L times since a child, v', with a larger C(v, i) function value than another child, v, does not mean that v will have a larger C function value than v' for other values of i. As a result, the computation cost of C for v is Ln log n. The total cost of computing the C functions of all nodes is therefore LN log N, where N is the number of nodes in the tree.

6.2. MinMaxLoad

We now derive the BinSearch algorithm for the MinMaxLoad problem. BinSearch finds the replica set by “guessing” the maximum workload W with a binary search, as in the unconstrained model. Let U be the workload upper bound for every leaf such that the total workload is bounded by O(NU). It is easy to see that after O(log N + log U) BinSearch calls, we can find the smallest value of W such that k replicas are sufficient. The total execution time of BinSearch is therefore O(log N + log U)(LN log N). Because the bound on the workload U is usually represented by a 32-bit integer, the total execution time can be bounded by O(LN log^2 N).

Theorem 5. The BinSearch algorithm finds the optimal replica set for MinMaxLoad in O(log N + log U)(LN log N) time, where N is the number of tree nodes in the data grid, L is the maximum range limit, and U is the maximum workload. When U is a bounded constant, the time complexity is O(LN log^2 N).

7. Experiment results

In this section, we evaluate our FindR algorithm and MinMaxLoad algorithm through extensive simulation experiments.

7.1. Heuristics for the constrained model

This section describes two heuristics for the MinMaxLoad and FindR problems in the constrained model. We will compare these two heuristics with our optimal algorithm by experiments, in terms of number of replicas required, and the actual data transmission performance.

7.1.1. Affinity replica location with range constraint

We would like to compare our algorithm with existing heuristics. Abawajy proposed a heuristic called Affinity Replica Location Policy in [1] for the MinMaxLoad problem, which places replicas “on or near the nodes where the file issues the most requests” [1]. Since the request model in [1] does not have range
constraints, we have to adjust the affinity replica location policy for the constrained model, and refer to it as AffinityR.

AffinityR is a greedy method that runs \( k \) iterations, where \( k \) is the given number of replicas. In each iteration we locate the node that serves the maximum amount of workload, under the condition that none of its descendants has a server, and none of them will miss the range constraint. Note that we may place a replica into a subtree whose root already has a replica. Let \( V \) be the the set of the tree nodes and \( k \) be the number of replicas. The pseudo code of AffinityR is as follows.

1. **Step 1:** Let \( R \) be an empty set.
2. **Step 2:** Repeat the following two steps for \( k \) iterations.
3. **Step 3:** Find the set \( A \) such that every node \( a \in A \) does not have a replica, and if \( a \) has a replica, every node in the subtree rooted at node \( a \) can find a replica within its range constraint.
4. **Step 4:** Find the node \( p \in A \) that has the maximum workload. Place a replica at node \( p \) and add node \( p \) into \( R \).

To find the minimum number of replicas required under a given capacity (the FindR problem), we change the iteration control of AffinityR as follows. We repeat step 2 and 3 until the placement \( R \) becomes range feasible and workload \( W \) feasible, where \( W \) is the given replica capacity. In other words, the iterations ends when each node finds a replica satisfying its range constraint the workload of each replica is no more than the given \( W \).

We illustrate how AffinityR solves the FindR problem using the tree in Fig. 13 as an example. Each leaf in this tree will issue a request, the range constraint of every node is 2, and the replica capacity is set to 3. Initially, only the root has the data, and node \( a, b, c, \) and \( d \) are the candidates for replica. Since \( a \) has maximum workload 4 the first replica is placed. The second replica is placed at \( c \) because it now has the maximum workload 3. Finally, node \( d \) has the maximum workload 3, and is placed a replica. AffinityR ends after we placed three replica at \( a, d, \) and \( c \), since now the workload of every replica does not exceed the given workload 3, and every node can find a replica within its range constraint.

### 7.1.2. Maximum workload first with range constraint

We propose another heuristic that also based on the “maximum workload first” idea from the affinity replica location, with the addition of range constraint. We refer to this greedy heuristic as \( \text{MaxR} \). For each iteration \( \text{MaxR} \) finds the node that has the maximum workload among those “qualified” nodes. A node is “qualified” if none of it ancestor has a replica, none of its descendents will miss the range constraint if it has a replica, and the sum of workload of these descendents is no more than the given capacity \( W \). We repeatedly selecting the qualified node with the maximum workload until every client has a replica that satisfies its range constraint, i.e., the replica set is both range feasible and workload \( W \) feasible. Assuming that \( V \) is the set of the sites and \( W \) is the given capacity of replica, the pseudo code of MaxR is as follows.

1. **Step 1:** Let \( R \) be an empty set.
2. **Step 2:** Repeat the following two steps until the placement \( R \) becomes range feasible and workload \( W \) feasible.
3. **Step 3:** Find the set \( A \) such that \( A \) is a subset of \(( V - R )\), and if \( a \in A \) has a replica, every node in the subtree rooted at \( a \) can find a replica satisfying its range constraint, and the workload of \( a \) is no more than \( W \).
4. **Step 4:** Find the node \( p \in A \) that has the maximum workload. Place a replica at \( p \) and add \( p \) into \( R \).

Consider the example in Fig. 14, in which every leaf issues one request, the range constraint of every node is 2, and the replica capacity is 3. Initially only root has the data. Since \( d \) is the node that has the maximum workload not larger than the capacity constraint, \( \text{MaxR} \) will first place a replica at \( d \). We do not consider node \( a \) because its workload is 4. The second replica is placed at node \( c \) because it also has the maximum workload 3. After two replicas are placed, the workload of all replicas is bounded by the given capacity and every node can find a replica within its range constraint, so \( \text{MaxR} \) reports \( c \) and \( a \) as the replica set.

We derive a similar binary search algorithm for the MinMaxLoad problem, just as we did for our optimal algorithm. The binary search finds the replica set by “guessing” the maximum workload \( W \). Let \( U \) be the workload upper bound for every leaf and the total workload is bounded by \( O(UV) \). After \( O(\log N + \log U) \) calls to \( \text{MaxR} \), we can find an appropriate \( W \) such that \( k \) replicas are sufficient for the heuristic \( \text{MaxR} \). Note that since \( \text{MaxR} \) is not our optimal algorithm for the FindR problem, the capacity \( \text{MaxR} \) finds is not guaranteed to be the minimum possible.

#### 7.2. Experiment setting

In all the experiments, we fix the request size at 100 MB and the total number of tree nodes at 200. The number of clients is equal to the number of leaf nodes. In total, 20,000 data requests are generated by the clients. The number of data requests issued by a client follows a normal distribution. The clients are classified into two groups: the heavy clients and the light clients. With fixed total number of data requests, by changing the ratio between the number of heavy clients and the number of light clients, we can generate various kinds of data traffic, ranging from uniform, less uniform, to very hot-spotted.

Furthermore, each client can specify a QoS requirement in terms of range constraint. The distribution of range constraint among clients also follows a normal distribution. We also investigate the impact of tree topology on replica placement. We use a skew factor in the generation of tree structures. A large skew factor implies the tree is badly balanced.

We compare our FindR and MinMaxLoad algorithms with two heuristic algorithms: the Affinity Replica Location with Range Constraint (AffinityR) algorithm and the Maximum Workload Placement with Range Constraint (MaxR) algorithm.

Specifically, we investigate the impact of the following factors on the performance of the above-mentioned algorithms: the number of replica servers (denoted as NRS), the capacity of a replica server (denoted as CRS), the mean of data request distribution on the client (denoted as MDR), the mean of range constraint (denoted as MRC), the variance of range constraint (denoted as VRC), and the variance of data request distribution on the client (denoted as VDR).
(denoted as VRC), the percentage of heavy clients (denoted as PHC), and the tree skew factor (denoted as TSF).

7.3. Results for FindR

This section presents experiment results for FindR: given the amount of data $D$ that a replica can service (server capacity), find the subset $R$ with minimum cardinality such that the maximum workload is not greater than $D$.

7.3.1. Effect of server capacity

In this set of experiments, we investigate the effect of server capacity on the number of replicas. We fix the values of VRC, MRC, PHC and TSF and vary the value of CRS. Fig. 15 shows that the
number of replicas decreases with the increase of server capacity. FindR achieves the least number of replicas among the three algorithms.

### 7.3.2. Effect of percentage of heavy clients

In this set of experiments, we fix the values of CRS, VRC, MRC and TSF and vary the value of PHC. Note that a large PHC value implies a more evenly distributed workload among the clients. Conversely, a small PHC value indicates that the workload is badly balanced, which leads to the development of hot spots.

As shown in Fig. 16, FindR consistently finds the minimum numbers of replicas under all PHC values. Fig. 16(a) and (b) and Fig. 16(e) and (f) show that AffinityR and MaxR require more replicas when the tree is badly balanced (tree skew factor TSF = 0.8). Fig. 16(e) and (g) and Fig. 16(f) and (h) show that AffinityR and MaxR require more replicas when the range constraint is more restricted (variance of range constraint VRC = 1.25).

---

**Fig. 16.** Effect of percentage of heavy clients.
7.3.3. Effect of the mean of range constraint

In this set of experiments, we fix the values of CRS, VRC, PHC and TSF and vary the value of MRC. Note that a smaller MRC value implies more restricted range constraint, while a larger value indicates less restricted constraint. Fig. 17 shows that FindR consistently finds the minimum numbers of replicas under all MRC values. The number of replicas required by AffinityR and MaxR is large when the value of MRC is small.

7.3.4. Effect of the variance of range constraint

In this set of experiments, we fix the values of CRS, MRC, PHC and TSF and vary the value of VRC. Note that a smaller VRC value allows larger range limit, while a larger value indicates smaller range limit.

Fig. 18 shows that FindR consistently finds the minimum numbers of replicas. Fig. 18(a), (b), (c) and (d) show that when server capacity is small (CRS = 1500), regardless the range constraint, both AffinityR and MaxR require large number of
replicas. Fig. 18(e), (f), (g) and (h) show that when server capacity is large (CRS = 4500), both heuristic algorithms perform pretty well when the variance of range constraint is small. When the variance is large, the numbers of replicas required by both heuristic algorithms increase rapidly.

7.3.5 Effect of the tree skew factor

In this set of experiments, we fix the values of CRS, MRC, PHC and VRC and vary the value of TSF. Note that a smaller TSF value implies balanced tree, while a larger value indicates that the tree is badly balanced.

Fig. 19 shows that FindR consistently finds the minimum number of replicas. Fig. 19(a), (b), (c) and (d) show that when the server capacity (CRS value) is small, both heuristic algorithms consistently require more replicas (40–55). Fig. 19(e), (f), (g) and (h) show that when the server capacity is large, the heuristic algorithms require more replicas when the tree is badly balanced (large TSF value).
7.4. Results for MinMaxLoad

This section presents experiment results for MinMaxLoad: given the number of replicas $k$, find a subset of tree nodes $R$ with cardinality $k$ that minimizes the maximum workload. We show two results for each set of experiments. The first part ((a), (b), (c) and (d)) compares the makespan of total data transfer, and the second part ((e), (f), (g) and (h)) compares the percentage of successfully finding a feasible replica placement.

7.4.1. Effect of number of replica servers

In this set of experiments, we vary the value of NRS and fix the values of the other variables. Fig. 20 shows that the makespan decreases with the increase of number of replicas, and
the percentage of feasible placement increases with the number of replicas until reaching 100%. MinMaxLoad achieves the shortest makespan and highest percentage of feasible placement among the three algorithms. Fig. 20(b), (d), (f) and (g) show that more restricted range constraint (MRC = 6.57) results in longer makespan and lower percentage of feasible placement, while less restricted range constraint (MRC = 8.29) results in shorter makespan and higher percentage of feasible placement. Fig. 20(a), (b), (e) and (f) show that badly balanced tree (TSF = 0.80) results in longer makespan and lower percentage of feasible placement.

7.4.2. Effect of the mean of range constraint

In this set of experiments, we vary the value of MRC and fix the values of the other variables. Fig. 21 shows that the variation
of makespan is small under different range constraint. For very
restricted range constraint \( (MRC = 4, 5) \), both \text{AffinityR} \ and
\text{MaxR} fail to find feasible placement, while \text{MinMaxLoad} has 10% success rate in
finding a feasible placement. \text{MinMaxLoad} achieves the shortest makespan and
the highest percentage of feasible placement. The makespan of
\text{MinMaxLoad} at small MRC value is
longer because when the range constraint is very restricted, some
of the replica servers may become heavy loaded.

7.4.3. Effect of the variance of range constraint
In this set of experiments, we vary the value of VRC and fix the values of the other variables. Fig. 22(e), (f), (g) and (h) show that
as the VRC value increases, both the percentages of feasible placement by AffinityR and MaxR decrease, while MinMaxLoad retains high successful rate under all range constraint. Furthermore, MinMaxLoad achieves the shortest makespan among the three algorithms (Fig. 22(a), (b), (c) and (d)), and MaxR performs better than AffinityR in all cases.

7.4.4. Effect of the percentage of heavy clients

In this set of experiments, we vary the value of PHC and fix the values of the other variables. Fig. 23(e), (f), (g) and (h) show that smaller PHC value (data requests are hot-spotted) results in lower percentage of feasible placement. Fig. 23(a), (b), (c) and (d) show
that MinMaxLoad achieves the shortest makespan, and that MaxR achieves shorter makespan than AffinityR.

7.4.5. Effect of the tree skew factor

In this set of experiments, we vary the value of TSF and fix the values of the other variables. Fig. 24(e), (f), (g) and (h) show that when the mean of range constraint is large (MRC = 8.29), all the algorithms can find feasible placement regardless the tree topology, and when the variance of range constraint is larger (VRC = 1.25), AffinityR and MaxR have lower percentage of feasible placement than MinMaxLoad. In Fig. 24(a), (b), (c) and (d), the makespan of MinMaxLoad remains approximately the same regardless the tree topology. The makespan of AffinityR and MaxR decreases with the increase of tree skew factor until reaching the threshold value TSF = 0.7. When TSF value is larger than
0.7, most of the tree nodes are leaf nodes, which results in longer makespan.

7.5. Summary of experiment results

In both set of experiments, FindR and MinMaxLoad perform the best in terms of reducing the number of replicas and balancing the workload. MaxR and AffinityR are comparative in reducing the number of replicas, while MaxR is superior to AffinityR in balancing workload.

The results demonstrate the optimality of our algorithms and also show that by balancing the workload, the optimal algorithm can deliver high data communication performance in practice.
8. Conclusion

We have addressed three issues related to placing database replicas in Data Grid systems with locality assurance; namely, load balancing, the minimum number of replicas, and guaranteed service locality. Each request specifies the workload it requires, and the distance within which a replica must be found. We propose efficient algorithms that (1) select strategic locations to place replicas so that the workload of the replicas is balanced; (2) use the minimum number of replicas if the service capability of each replica is known; and (3) guarantee the service locality specified by each data request.

We have also formulated two problems: MinMaxLoad and FindR, and derive efficient algorithmic solutions for them. Based on an estimation of data usage and the locality requirement of various sites, our algorithm efficiently determines the locations of replicas if both the number of replicas and the maximum allowed workload for each replica have been determined. Then, another algorithm determines the number of replicas needed to ensure that the maximum workload on every replica is below a certain threshold.

We have conducted extensive simulation experiments to evaluate the effectiveness of our algorithms. The comparison with the previous Affinity Replica Location Policy [1] demonstrates that our algorithms consistently outperform the heuristic algorithm both in terms of minimum number of replicas used and the actual data transmission time.

Finally, we identify three unresolved issues about replica placement that we will address in our future research. The first is: How can replica locations be determined when the network is a general graph, instead of a tree? It is possible that we may need to consider other graphs, (e.g., planar graphs), and derive efficient algorithms for them. Second, in the current hierarchical Data Grid model, all the traffic may reach the root if it is not serviced by a replica. This makes the design of an efficient replica placement algorithm more complex when network congestion is one of the objective functions to be optimized. For example, the network bandwidth in a grid system may be limited. Therefore, a good replica placement strategy must ensure that, in addition to the issues resolved by this paper, the traffic going through each network link will not exceed the link’s maximum bandwidth. Finally, we may need to consider the heterogeneity of server capability. For example, we may want to place one major replica server and two minor replica servers. Since the former can sustain a much heavier workload than the latter, the question arises: How can we place the replicas such that the service quality can be guaranteed for all requests?
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