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Abstract

We show that the average internal path length of the binary representation of a random $n$-node heap-ordered tree is asymptotically $\frac{1}{2}\pi n - 2n + O(\sqrt{n})$.
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1. Introduction

This paper studies the heap (or priority queue). Heap serves as the underlying data structure for the efficient implementation of many combinatorial algorithms such as shortest paths, minimum spanning trees, and network flows. A heap-ordered tree (HOT) is defined recursively to be a rooted labeled tree whose root contains the minimum key (label) and whose subtrees are themselves HOTs. An alternative definition is that each node in a HOT has key value no greater than its child nodes. Throughout, we assume that all the key values of an $(n+1)$-node HOT are distinctly chosen (labeled) from the set \(\{0, 1, \ldots, n\}\). Obviously the root of an HOT is always labeled 0.

In computer applications, a multiway tree can be coded as a binary tree representation as follows: the first child and the right sibling of a node in a tree becomes the left-child and the right-child of the node in the corresponding binary representation, respectively. For example, Fig. 1(b) gives the binary tree representation of the HOT in Fig. 1(a). Since the root of the binary representation of a HOT has a null right subtree, it is convenient to consider the variant of HOT obtained by deleting its root node. Such a variant is called heap-ordered forest (HOF) because it can be viewed as a collection of HOTs. Note that the heap property that each node has minimum key value in the subtree rooted at this node should be modified slightly in the binary representation. In the binary representation, the heap property only requires that each node has key value no greater than the
keys in its left-subtree. The key values in the right-subtree are irrelevant to the node. Since we assume previously that an \((n + 1)\)-node HOT is labeled from the set \(\{0, 1, \ldots, n\}\), an \(n\)-node HOF is labeled from the set \(\{1, 2, \ldots, n\}\).

The **internal path length** (IPL) of a HOT is defined to be the sum of the path lengths of all the nodes in the binary representation of the tree, where the path length of a node \(v\) is the number of edges in the path from the root to \(v\). For example, the path length of node 2 in the binary tree in Fig. 1(b) is 4 and the IPL of the HOT is 25. IPL is an important quantity for analyzing the average time complexity of the search and \textit{find } \textit{min} operations of heap.

This paper derives the average IPL of a random \(n\)-node HOT using the techniques of recurrence and generating functions. It shows that the average IPL of a random \(n\)-node HOT is asymptotically \(n\sqrt{\pi n} - 2n + O(\sqrt{n})\).

### 2. Derivation of internal path length

Let \(a_n\) and \(b_n\) be the total number of \(n\)-node HOTs and \(n\)-node HOFs, respectively. It was shown in [1] that \(a_n, b_n,\) and their exponential generating functions \(A(x) = \sum_{n \geq 0} a_n x^n / n!\) and \(B(x) = \sum_{n \geq 0} b_n x^n / n!\) satisfy the following proposition.

**Proposition 1.**

\[
a_n = \frac{(n - 1)!}{2^{n-1}} \binom{2n-2}{n-1},
\]

\[
b_n = \frac{n!}{2^n} \binom{2n}{n},
\]

\[
A(x) = 1 - \sqrt{1 - 2x},
\]

\[
B(x) = \frac{1}{\sqrt{1 - 2x}} = (1 - A(x))^{-1} = A'(x).
\]

To derive the average IPL of an \(n\)-node HOT, we let \(a_{n,p}\) and \(b_{n,p}\) denote respectively the total number of \(n\)-node HOTs and HOFs whose internal path length is \(p\). The double generating functions of \(a_{n,p}\) and \(b_{n,p}\),

\[
A(x, y) = \sum_{n, p} a_{n,p} y^p x^n / n!,
\]

\[
B(x, y) = \sum_{n, p} b_{n,p} y^p x^n / n!,
\]

will be the main vehicle for our derivation of the average IPL. Note that it is easy to see that \(A(x, 1) = A(x)\) and \(B(x, 1) = B(x)\). If we let \(e_n = \sum_{p \geq 0} p a_{n,p}\), then the average IPL of the \(n\)-node HOTs is \(e_n / a_n\). Thus, it suffices to compute \(e_n\) and its exponential generating function,

\[
E(x) = \sum_n e_n x^n / n! = A_1(x),
\]

Since the binary representation of an \(n\)-node HOF \(F\) is obtained by deleting the root node of the binary representation of the corresponding

\[\text{Fig. 1. (a) A HOT; and (b) its binary representation.}\]
(n + 1)-node HOT T, the path length of the nodes in F is 1 less than their path length in T. We thus have \( a_{n+1,p} = b_{n,p-n} \), and the two generating functions \( A(x, y) \) and \( B(x, y) \) can be related as

\[
A(x, y) = \sum_{n,p} a_{n+1,p} y^p x^n / n!
= \sum_{n,p} b_{n,p-n} y^p n(x)^n / n!
= B(xy, y).
\]

We use the notations \( A_\lambda(x, y) = \partial A(x, y) / \partial x \) and \( A_\mu(x, y) = \partial A(x, y) / \partial y \) for convenience.

Our derivation of average IPL is based mainly on the following recurrence of \( b_{n,p} (n > 1) \):

\[
b_{n,p} = \sum_1^{i=n} \sum_{0<k<i} \sum_{0<r<p-n+1} \left( \begin{array}{c} n-i \end{array} \right) b_{k-1,r} b_{n-k,p-r-n+1}.
\]

with initial condition \( b_{0,p} = \delta_p = 0 \), where the Kronecker delta function \( \delta_n \) denotes 1 if relation \( R \) is true and 0 otherwise. The recurrence holds for the following reason. Let \( T \) be the left-most HOT of an n-node HOF F. If the root node of \( T \) is labeled \( i \) and \( T \) contains \((k + 1) \) nodes, then there are \( \binom{n}{k} \) ways to choose \( k \) nodes into \( T \). Also, if the IPLs of \( F \) and \( T \) are \( \pi \) and \( \rho \), respectively, then the IPL of the HOF obtained by removing \( T \) from \( F \) is \( \pi - \rho + 1 \).

Using the techniques developed in [3], the above recurrence of \( b_{n,p} \) can be simplified as

\[
b_{n,p} = \sum_1^{i=n} \sum_{0<k<i} \sum_{0<r<p-n+1} \left( \begin{array}{c} n-i \end{array} \right) b_{k-1,r} b_{n-k,p-r-n+1}.
\]

The initial condition of \( b_{n,p} \) can be absorbed into the recurrence by adding a delta term:

\[
b_{n,p} = \delta_{n-p=0} + \sum_1^{i=n} \sum_{0<k<i} \sum_{0<r<p-n+1} \left( \begin{array}{c} n-i \end{array} \right) b_{k-1,r} b_{n-k,p-r-n+1}.
\]

This recurrence leads to the equation of \( B(x, y) \):

\[
B(xy, y) \int_0^x B(y, y) \, dt
= \sum_{n,p} b_{n,p} y^p (xy)^n / n!
= \sum_{n,k,p,r} \binom{n}{k} b_{k-1,r} b_{n-k,p-r} x^n y^{p+n-1} / n!
= \sum_{n,k,p,r} \binom{n}{k} b_{k-1,r} b_{n-k,p-r-n+1} x^n y^p / n!
= B(x, y) - 1.
\]

Plugging (2) into the above equation, we have

\[
A_\lambda(x, y) A(x, y) = A_\lambda(x/y, y) - 1.
\]

It follows then that

\[
\frac{1}{2} A^2(x, y) = y A(x/y, y) - x.
\]

Namely,

\[
\frac{1}{2} A^2(xy, y) - y A(x, y) + xy = 0.
\]

The closed form of \( A(x, y) \) is not easy to find. However, to find the average internal path length, we only have to compute \( E(x) = A_\mu(x, 1) \). This can be done by differentiating (3) with respect to \( y \) and then setting \( y = 1 \) to have

\[
A(x, 1) = A_\mu(x, 1) + A_\lambda(x, 1) = x A_\lambda(1) + A_\mu(x, 1) + x = 0.
\]

Since

\[
A(x, 1) = A(x) = 1 - 1 / B(x)
\]

from Proposition 1,

\[
A_\lambda(x, 1) = B(x, 1) = B(x)
\]

from (2),

\[
A_\mu(x, 1) = E(x)
\]

from (1),

Eq. (4) gives

\[
E(x) = x B^2(x) - B(x) + 1
= \sum_{n=1}^\infty (n!2^{n-1} - b_n) x^n / n!.
\]
Thus $e_n = n!2^{n-1} - b_n$ and the average internal path length of the $n$-node HOTs ($n > 0$) equals to
\[
\frac{e_n}{a_n} = \frac{4^{n-1}n}{2n-2} - (2n-1)
\]
\[= \sqrt{\pi} n^{3/2} - 2n - \frac{3}{8} \sqrt{\pi} n^{1/2}
\]
\[+ 1 - \frac{7}{128} \sqrt{\pi} n^{-1/2} + O(n^{-3/2}).
\]

We thus have:

**Theorem 2.** The average internal path length of the binary representation of the $n$-node HOTs is
\[
\sqrt{\pi} n^{3/2} - 2n - \frac{3}{8} \sqrt{\pi} n^{1/2}
\]
\[+ 1 - \frac{7}{128} \sqrt{\pi} n^{-1/2} + O(n^{-3/2}).
\]

### 3. Conclusions

It was shown in [1,2,4] that the average altitude (or level) of the nodes in a random $n$-node heap-ordered tree is asymptotic to $0.5 \ln n$. Our result in this paper is rather surprising because it contradicts the general belief that the binary representation of the heap-ordered trees has the average height only “twice” that of the general trees.
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