Complex Lagrange multiplier approach to the design of arbitrary complex coefficient FIR digital filters
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Abstract. The Lagrange multiplier approach has been widely used to design maximally flat, real coefficients FIR digital filters and differentiators. This paper extends this approach to design arbitrary complex coefficient FIR digital filters with arbitrary frequency response or derivative constraints. The method can easily be extended to design arbitrary two-dimensional complex FIR digital filters with arbitrary frequency response or derivative constraints, too. Several examples are presented to demonstrate the effectiveness of the approach.

1. Introduction

Recently, the design of arbitrary complex coefficient FIR digital filters has been widely considered [1, 7, 8]. In [7], the real oriented eigenfilter method is used to design complex FIR digital filters, while the complex eigenfilter approach [8] and the complex weighted least-squares approach [1] design the complex coefficient FIR digital filters with arbitrary frequency response or derivative constraints.
FIR filters directly. However, it is difficult to impose the frequency response or derivative constraints for the above methods.

In this paper, we will propose a complex Lagrange multiplier approach for the design of arbitrary complex coefficient FIR digital filters with additional frequency response or derivative constraints. The Lagrange multiplier approach was originally used to design maximally flat, real coefficient FIR filters and differentiators [3–6]. The method is based on minimizing the integrated square error for the real magnitude response over the passband and stopband while imposing derivative constraints. In this paper, the complex Lagrange multiplier approach, extended from the real case, is used to design complex coefficient FIR digital filters whose frequency responses approximate the arbitrary desired complex frequency responses while imposing arbitrary frequency or derivative constraints. The method can also be extended easily to design two-dimensional FIR filters with arbitrary frequency response or derivative constraints. Section 2 formulates the design problem and the extension to the two-dimensional case is shown in Section 3, in which several examples are presented to demonstrate the effectiveness of the approach. Finally, the conclusions are given in Section 4.

2. The complex Lagrange multiplier approach

For a complex coefficient FIR digital filter, its frequency response can be characterized by

$$H(\omega) = \sum_{n=0}^{N-1} a(n)e^{-j\omega n},$$

where $N$ is the filter length and the filter coefficients $a(n)$’s are complex-valued. Defining the column vectors

$$A = [a(0) \ a(1) \ a(2) \ \ldots \ a(N-1)]^T$$

and

$$C(\omega) = [1 \ e^{j\omega} \ e^{j2\omega} \ \ldots \ e^{j(N-1)\omega}]^T,$$

(1) can be rewritten as

$$H(\omega) = A^TC^*(\omega) = C^H(\omega)A,$$

where $T$ and $H$ denote the transpose and the Hermitian transpose operators, respectively, and $*$ denotes the complex conjugate operator. Now we wish to use (4) to approximate the desired arbitrary complex frequency response $D(\omega)$.

Using these notations, the integrated square complex error over the $k$th passband with band-edges $\omega_p$ and $\omega_p$ is

$$e_{ps} = \int_{\omega_{ps}}^{\omega_{ps}} \| D(\omega) - H(\omega) \|^2 d\omega
= s_k + P_k^H A + A^H P_k + A^H Q_{ps} A,$$

where

$$s_k = \int_{\omega_{ps}}^{\omega_{ps}} D^*(\omega)D(\omega) d\omega,$$

$$P_k = \int_{\omega_{ps}}^{\omega_{ps}} - D(\omega)C(\omega) d\omega$$
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\[ Q_{P_k} = \int_{\omega_{P_k}}^{\omega_{P}} C(\omega) C^H(\omega) d\omega. \]  
(8)

Similarly, the integrated square complex error over the \( l \)th stopband with band-edges \( \omega_{s1} \) and \( \omega_{s2} \) is
\[ e_s = \int_{\omega_{s1}}^{\omega_{s2}} \| H(\omega) \|^2 d\omega = A^HQ_sA, \]  
(9)

where
\[ Q_s = \int_{\omega_{s1}}^{\omega_{s2}} C(\omega) C^H(\omega) d\omega. \]  
(10)

Assume there are \( K \) passbands and \( L \) stopbands in the desired filter; then the total error to be minimized is
\[ e = s + P^HA + A^HP + A^HQ, \]  
(11)

where
\[ s = \alpha_1 s_1 + \alpha_2 s_2 + \cdots + \alpha_K s_K, \]  
(12)
\[ P = \alpha_1 P_1 + \alpha_2 P_2 + \cdots + \alpha_K P_K \]  
(13)

and
\[ Q = \alpha_1 Q_{P_1} + \alpha_2 Q_{P_2} + \cdots + \alpha_K Q_{P_K} + \beta_1 Q_{s_1} + \beta_2 Q_{s_2} + \cdots + \beta_L Q_{s_L}, \]  
(14)
in which \( \alpha_i, i = 1, 2, \ldots, K, \) and \( \beta_i, i = 1, 2, \ldots, L, \) are the weighting constants.

The desired filter passband performance is attained by imposing frequency response or derivative constraints \( F \) at a discrete set of points \( \omega_0, \omega_1, \ldots, \omega_J \) in the passband, i.e.
\[ F_{mj}[H(\omega_j)] = g_{mj}, \quad 0 \leq m \leq M \quad \text{and} \quad 0 \leq j \leq J, \]  
(15)

where \( M \) denotes the order of constraints at a particular frequency \( \omega_j \). Equation (15) can be rewritten as
\[ B^HA = G, \]  
(16)

where
\[ B = [F_{00}[C(\omega)] \quad \cdots \quad F_{MO}[C(\omega)] \quad F_{01}[C(\omega)] \quad \cdots \quad F_{M1}[C(\omega)] \quad \cdots \quad F_{0J}[C(\omega)] \quad \cdots \quad F_{M1}[C(\omega)] \]  
(17)

and
\[ G = [g_{00} \quad \cdots \quad g_{MO} \quad g_{01} \quad \cdots \quad g_{M1} \quad \cdots \quad g_{0J} \quad \cdots \quad g_{MJ}]^T. \]  
(18)

Hence, the design of filters with frequency response or derivative constraints can be formulated as a quadratic programming problem:
Minimize \[ e = s + P^HA + A^HP + A^HQ \]  
Subject to \[ B^HA = G. \]  
(19)
Let the complex Lagrange multiplier vector be
\[ \lambda = [\lambda_0 \quad \cdots \quad \lambda_0 \quad \cdots \quad \lambda_M \quad \cdots \quad \lambda_{M\tau}]^T \]  
(20)

then the Lagrangian function is
\[ \Lambda(A, \lambda) = s + P^H A + A^H P + A^H Q A - \lambda^H (B^H A - G) \]
\[ = s + P^H A + A^H P + A^H Q A - (A^H B - G^H) \lambda \]  
(21)
because \( \lambda^H (B^H A - G) \) is a real-valued function. The necessary and sufficient conditions for optimality are
\[ V_A A = 0 \]  
(22)
and
\[ V_A \lambda = 0, \]  
(23)
where \( V \) denotes a gradient operator, which leads to
\[ \begin{bmatrix} \lambda \end{bmatrix} = \begin{bmatrix} P \end{bmatrix} \]  
(24)
where \( 0 \) is a zero matrix. Solving (24), we can obtain the closed-form solutions
\[ A = \begin{bmatrix} Q^{-1} B (B^H Q^{-1} B)^{-1} G + Q^{-1} [B (B^H Q^{-1} B)^{-1} B^H Q^{-1} - I] P \end{bmatrix} \]  
(25)
and
\[ \lambda = (B^H Q^{-1} B)^{-1} (G + B^H Q^{-1} P), \]  
(26)
where \( I \) is an \( N \times N \) identity matrix. Notice that \( Q \) is a Toeplitz Hermitian symmetric matrix and \( B^H Q^{-1} B \) is a Hermitian symmetric matrix; the Levinson recursion \[23\] can be used to compute \( Q^{-1} \) and \( (B^H Q^{-1} B)^{-1} \) very effectively such that the solutions of \( A \) and \( \lambda \) do not need the inverse computations.

**EXAMPLE 1.** Design of a single-passband complex filter.
This example deals with the design of a single-passband complex filter with passband \([\omega_{p1}, \omega_{p2}]\), stopband \([\omega_{s1}, \omega_{s2}]\), and a constant group delay \( \tau \) in the passband, i.e.
\[ D(\omega) = \begin{cases} e^{-j\omega\tau}, & \omega_{p1} \leq \omega \leq \omega_{p2}, \\ 0, & \omega_{s1} \leq \omega \leq \omega_{s2}. \end{cases} \]  
(27)
The closed forms for all elements of \( P \) and \( Q \) can easily be derived and are given, respectively, by
\[ P_i = \begin{cases} x_1 (\omega_{p1} - \omega_{p2}) & \text{if } i = \tau, \\ x_1 \left[ \frac{\sin((i - \tau)\omega_{p1}) - \sin((i - \tau)\omega_{p2})}{i - \tau} + j \frac{\cos((i - \tau)\omega_{p1}) - \cos((i - \tau)\omega_{p2})}{i - \tau} \right] & \text{if } i \neq \tau, \end{cases} \]  
(28)
where $0 \leq i \leq N - 1$, and

\[
q_{i_1i_2} = \begin{cases} 
 x_1(\omega_{p_2} - \omega_{p_1}) + \beta_1(\omega_{s_2} - \omega_{s_1}) & \text{if } i_1 = i_2, \\
 x_1 \left[ \frac{\sin((i_1 - i_2)\omega_{p_2}) - \sin((i_1 - i_2)\omega_{p_1})}{i_1 - i_2} + j \frac{\cos((i_1 - i_2)\omega_{p_2}) - \cos((i_1 - i_2)\omega_{p_1})}{i_1 - i_2} \right] \\
+ \beta_1 \left[ \frac{\sin((i_1 - i_2)\omega_{s_2}) - \sin((i_1 - i_2)\omega_{s_1})}{i_1 - i_2} + j \frac{\cos((i_1 - i_2)\omega_{s_2}) - \cos((i_1 - i_2)\omega_{s_1})}{i_1 - i_2} \right] & \text{if } i_1 \neq i_2,
\end{cases}
\]

where $0 \leq i_1, i_2 \leq N - 1$. For example, when $N = 31$, $\tau = 12$, $\omega_{p_1} = -0.1\pi$, $\omega_{p_2} = 0.3\pi$, $\omega_{s_1} = 0.4\pi$, $\omega_{s_2} = 1.8\pi$, $x_1 = \beta_1 = 1$, and we hope to impose third-order derivative constraints on the designed frequency response at $\omega_0 = 0.1\pi$, i.e.

\[
B = \left[ C(\omega) \quad \frac{d}{d\omega} C(\omega) \quad \frac{d^2}{d\omega^2} C(\omega) \quad \frac{d^3}{d\omega^3} C(\omega) \right]_{\omega = \omega_0}
\]

and

\[
G = \left[ e^{-j\omega_0} \quad \frac{d}{d\omega} e^{-j\omega_0} \quad \frac{d^2}{d\omega^2} e^{-j\omega_0} \quad \frac{d^3}{d\omega^3} e^{-j\omega_0} \right]^T \bigg|_{\omega = \omega_0}.
\]

The resultant magnitude response and group-delay response are shown in Figs. 1(a) and 1(b), respectively, while the traces of complex errors in the passband and stopband are shown in Figs. 1(c) and 1(d), respectively. For checking the maximal property, the passband detail of the absolute complex error is shown in Fig. 1(e). The filter coefficients are given in Table 1.

**EXAMPLE 2.** Design of a positive-sided differentiator.

The desired response of a positive-sided differentiator is given by

\[
D(\omega) = \begin{cases} 
 j\omega e^{-j\omega\tau}, & 0 \leq \omega \leq \omega_{p}, \\
0, & \omega_{s} \leq \omega \leq 2\pi,
\end{cases}
\]

where $\tau$ is the desired group delay in the passband. The closed forms of the elements of $P$ are given by

\[
p_i = \begin{cases} 
 jx_1 \frac{\omega_{p_1}^2 - \omega_{p_2}^2}{2} & \text{if } i_1 = \tau, \\
x_1 \left[ \frac{\sin((i - \tau)\omega_{p_2}) - \sin((i - \tau)\omega_{p_1})}{(i - \tau)^2} + \frac{\omega_{p_1} \cos((i - \tau)\omega_{p_1}) - \omega_{p_2} \cos((i - \tau)\omega_{p_2})}{i - \tau} \right] \\
+ j \left[ \frac{\cos((i - \tau)\omega_{p_1}) - \cos((i - \tau)\omega_{p_2})}{(i - \tau)^2} + \frac{\omega_{p_1} \sin((i - \tau)\omega_{p_1}) - \omega_{p_2} \sin((i - \tau)\omega_{p_2})}{i - \tau} \right]
\end{cases}
\]

if $i_1 \neq \tau$.
Fig. 1. Example 1: design of a single-passband filter. (a) Magnitude response.

Fig. 1. Example 1. (b) Delay response.
Fig. 1. Example 1. (c) Trace of passband complex error.

Fig. 1. Example 1. (d) Trace of stopband complex error.
where $0 \leq i \leq N - 1$, and the elements of $Q$ can be obtained from (29). For example, when $N = 31$, $\tau = 12$, $\omega_p = 0.8 \pi$, $\omega_s = 0.9 \pi$, $\alpha_1 = \beta_1 = 1$, and third-order derivative constraints at $\omega_0 = 0.4 \pi$ are imposed, i.e.

$$G = \left[ j \omega e^{-j\omega} \frac{d}{d\omega} j \omega e^{-j\omega} \frac{d^2}{d\omega^2} j \omega e^{-j\omega} \frac{d^3}{d\omega^3} j \omega e^{-j\omega} \right] |_{\omega = \omega_0},$$

and the matrix $B$ is the same as (30). The resultant magnitude and group-delay responses are shown in Figs. 2(a) and 2(b), respectively, while the traces of complex errors in the passband and stopband are given in Figs. 2(c) and 2(d), respectively. Meanwhile, the absolute complex error in the passband is shown in Fig. 2(e), and the filter coefficients are tabulated in Table 1.

### 3. Design of two-dimensional complex FIR digital filters

The design method described in Section 2 for one-dimensional complex filters can be extended to two-dimensional complex filter design. For a two-dimensional complex FIR digital filter, its frequency response can be characterized as

$$H(\omega_1, \omega_2) = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} a(n_1, n_2)e^{-j\omega_1 n_1} e^{-j\omega_2 n_2}.$$  

For simplicity, let $N_1 = N_2 = N$. Defining

$$A = [A_0^T \ A_1^T \ \cdots \ A_{N-1}^T]^T$$
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### Table 1

The filter coefficients in Examples 1 and 2

<table>
<thead>
<tr>
<th>n</th>
<th>Single-passband filter</th>
<th>Positive-sided differentiator</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.1874603E-03 + j - 1.5892829E-03</td>
<td>1.9125712E-03 + j - 8.3262432E-04</td>
</tr>
<tr>
<td>1</td>
<td>-3.3287901E-03 + j 1.0815895E-03</td>
<td>-3.2459907E-03 + j - 1.2403623E-03</td>
</tr>
<tr>
<td>2</td>
<td>-9.5635426E-03 + j 1.7283538E-16</td>
<td>5.7898939E-03 + j - 2.7699634E-03</td>
</tr>
<tr>
<td>3</td>
<td>-9.1932304E-03 + j -2.9870616E-03</td>
<td>-8.8080210E-03 + j 2.6862519E-03</td>
</tr>
<tr>
<td>4</td>
<td>3.3264989E-04 + j 2.4168429E-04</td>
<td>1.0946473E-02 + j -1.3428802E-02</td>
</tr>
<tr>
<td>5</td>
<td>1.0924354E-02 + j 1.5036084E-02</td>
<td>6.0766987E-03 + j -3.8098856E-02</td>
</tr>
<tr>
<td>6</td>
<td>1.0656202E-02 + j 3.2647461E-02</td>
<td>6.6719832E-03 + j 4.3235514E-02</td>
</tr>
<tr>
<td>7</td>
<td>1.2491364E-16 + j 3.8377350E-02</td>
<td>-3.2481560E-02 + j -7.6643882E-02</td>
</tr>
<tr>
<td>8</td>
<td>3.7291495E-02 + j -5.1327340E-02</td>
<td>8.1095897E-02 + j 6.3067808E-02</td>
</tr>
<tr>
<td>9</td>
<td>1.1682468E-01 + j -8.4878100E-02</td>
<td>1.1905434E-01 + j 1.1818435E-01</td>
</tr>
<tr>
<td>10</td>
<td>2.0548855E-01 + j -6.6767278E-02</td>
<td>4.4738204E-01 + j -1.8184355E-01</td>
</tr>
<tr>
<td>11</td>
<td>2.5105222E-01 + j 4.0708403E-17</td>
<td>6.3682202E-01 + j 6.3682202E-01</td>
</tr>
<tr>
<td>12</td>
<td>2.2254288E-01 + j 7.2308565E-02</td>
<td>1.0504266E-01 + j 1.0504266E-01</td>
</tr>
<tr>
<td>13</td>
<td>1.3719956E-01 + j 9.9813161E-02</td>
<td>1.5082530E-01 + j 1.5082530E-01</td>
</tr>
<tr>
<td>14</td>
<td>4.7681404E-02 + j 6.5634342E-02</td>
<td>1.1182902E-01 + j 1.1182902E-01</td>
</tr>
<tr>
<td>15</td>
<td>1.2639424E-05 + j -3.8883276E-05</td>
<td>4.8026128E-05 + j -4.8026128E-05</td>
</tr>
<tr>
<td>16</td>
<td>2.098102E-16 + j -5.3741777E-02</td>
<td>1.8817775E-02 + j 1.8817775E-02</td>
</tr>
<tr>
<td>17</td>
<td>1.7461762E-02 + j 3.3471671E-02</td>
<td>3.3471671E-02 + j 3.3471671E-02</td>
</tr>
<tr>
<td>18</td>
<td>2.3830421E-02 + j 7.7429730E-03</td>
<td>1.206807E-02 + j 1.206807E-02</td>
</tr>
<tr>
<td>19</td>
<td>2.976809E-02 + j -3.094661E-02</td>
<td>3.108731E-02 + j 3.108731E-02</td>
</tr>
<tr>
<td>20</td>
<td>-1.675333E-02 + j 5.4451126E-03</td>
<td>7.4150625E-03 + j 7.4150625E-03</td>
</tr>
<tr>
<td>21</td>
<td>4.7466755E-04 + j 3.4446616E-04</td>
<td>1.1024794E-02 + j 1.1024794E-02</td>
</tr>
<tr>
<td>22</td>
<td>7.9736322E-03 + j 1.0974763E-02</td>
<td>7.7404547E-03 + j 7.7404547E-03</td>
</tr>
<tr>
<td>23</td>
<td>4.8990994E-03 + j 1.6471762E-02</td>
<td>4.8016421E-02 + j 4.8016421E-02</td>
</tr>
<tr>
<td>24</td>
<td>-2.1267981E-16 + j 9.3326534E-03</td>
<td>-7.4150625E-03 + j -7.4150625E-03</td>
</tr>
<tr>
<td>25</td>
<td>1.9450958E-02 + j 7.7429730E-03</td>
<td>-1.1024794E-02 + j -1.1024794E-02</td>
</tr>
<tr>
<td>26</td>
<td>4.7466755E-04 + j 3.4446616E-04</td>
<td>-7.4150625E-03 + j -7.4150625E-03</td>
</tr>
<tr>
<td>27</td>
<td>-6.2515354E-04 + j 4.5420063E-04</td>
<td>-1.1024794E-02 + j -1.1024794E-02</td>
</tr>
<tr>
<td>28</td>
<td>-7.3261783E-05 + j 2.2547658E-04</td>
<td>3.6221968E-02 + j 3.6221968E-02</td>
</tr>
<tr>
<td>29</td>
<td>3.2850486E-03 + j -4.5214814E-03</td>
<td>-3.108731E-02 + j -3.108731E-02</td>
</tr>
<tr>
<td>30</td>
<td>4.8331339E-03 + j -3.5114773E-03</td>
<td>4.6367180E-04 + j 4.6367180E-04</td>
</tr>
</tbody>
</table>

and

\[
C(\omega_1, \omega_2) = [C_0^T(\omega_1, \omega_2) \quad C_1^T(\omega_1, \omega_2) \quad \ldots \quad C_{N-1}^T(\omega_1, \omega_2)]^T, \tag{37}
\]

where

\[
A_i = [a(i, 0) \quad a(i, 1) \quad \ldots \quad a(i, N-1)]^T, \quad 0 \leq i \leq N-1, \tag{38}
\]

and

\[
C_i(\omega_1, \omega_2) = [e^{j\omega_1} \quad e^{j\omega_1} e^{j\omega_2} \quad \ldots \quad e^{j\omega_1} e^{j(N-1)\omega_2}]^T, \quad 0 \leq i \leq N-1, \tag{39}
\]

(35) can be rewritten as

\[
H(\omega_1, \omega_2) = A^T C^*(\omega_1, \omega_2) = C H(\omega_1, \omega_2) A, \tag{40}
\]

which is used to approximate the arbitrary desired response \(D(\omega_1, \omega_2)\).
Fig. 2. Example 2: design of positive-sided differentiator. (a) Magnitude response.

Fig. 2. Example 2. (b) Delay response.
Fig. 2. Example 2. (c) Trace of passband complex error.

Fig. 2. Example 2. (d) Trace of stopband complex error.
The integrated square complex error, which is similar to the one-dimensional case, can be formulated as

\[ e = s + P^H A + A^H P + A^H Q A, \]  

(41)

where

\[ s = \int \int_{R_p} zD^*(\omega_1, \omega_2) D(\omega_1, \omega_2) d\omega_1 d\omega_2, \]  

(42)

\[ P = \int \int_{R_s} - zD(\omega_1, \omega_2) C(\omega_1, \omega_2) d\omega_1 d\omega_2 \]  

(43)

and

\[ Q = \alpha \int \int_{R_p} C(\omega_1, \omega_2) C^H(\omega_1, \omega_2) d\omega_1 d\omega_2 + \beta \int \int_{R_s} C(\omega_1, \omega_2) C^H(\omega_1, \omega_2) d\omega_1 d\omega_2, \]  

(44)

in which \( \alpha, \beta \) are weighting constants and \( R_p, R_s \) represent the passband and stopband regions, respectively.

Similarly, the desired two-dimensional filter passband performance is attained by imposing frequency response or derivative constraints \( F \) at a discrete set of points \((\omega_{10}, \omega_{20}), (\omega_{11}, \omega_{21}), \ldots, (\omega_{1J}, \omega_{2J})\) in the passband, i.e.

\[ F_{mj}[H(\omega_{1j}, \omega_{2j})] = g_{mj}, \quad 0 \leq m \leq M \text{ and } 0 \leq j \leq J, \]  

(45)
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where $M$ denotes the order of constraints at a particular frequency $(\omega_1, \omega_2)$. Equation (45) can also be rewritten as

$$B^H A = G,$$

where

$$B = [F_{00}[C(\omega_1, \omega_2)] \ldots F_{M0}[C(\omega_1, \omega_2)] \quad F_{01}[C(\omega_1, \omega_2)] \ldots F_{M1}[C(\omega_1, \omega_2)] \ldots \quad F_{0J}[C(\omega_1, \omega_2)] \ldots F_{MJ}[C(\omega_1, \omega_2)]]$$

and the vector $G$ is the same as (18).

So the design problem for two-dimensional complex filters is the same as for the one-dimensional case, and the closed-form solutions are given in (25) and (26), but $I$ is an $N^2 \times N^2$ identity matrix.

**EXAMPLE 3.** Design of a two-dimensional circular-passband filter.

The desired response is given by

$$D(\omega_1, \omega_2) = \begin{cases} e^{-j\omega_1 \omega_2} e^{-j\omega_2 \omega_2}, & \sqrt{(\omega_1 - \omega_{10})^2 + (\omega_2 - \omega_{20})^2} \leq \omega_{rp}, \\ 0, & \sqrt{(\omega_1 - \omega_{10})^2 + (\omega_2 - \omega_{20})^2} \geq \omega_{rs}, \end{cases}$$

Fig. 3. Example 3: design of a circular-passband filter. (a) Magnitude response. (b) Delay response along the $\omega_1$-axis. (c) Delay response along the $\omega_2$-axis.
where $\tau_1$ and $\tau_2$ are the desired group-delay responses in the passband along the $\omega_1$- and $\omega_2$-axis, respectively. Due to the nonseparable property for circular-region integration, the elements of $P$ and $Q$ can only be obtained by numerical methods. In this example, we use $N = 11$, $\tau_1 = \tau_2 = 4$, $\omega_1 = 0.2\pi$, $\omega_2 = 0.3\pi$, $\omega_p = 0.3\pi$, $\omega_n = 0.5\pi$, $\alpha = 1$, $\beta = 2$, and we hope to impose second-order derivative constraints on the desired frequency response at $(\omega_1, \omega_2)$, i.e.

$$B = \left[ C(\omega_1, \omega_2) \frac{d}{d\omega_1} C(\omega_1, \omega_2) \frac{d}{d\omega_2} C(\omega_1, \omega_2) \frac{d^2}{d\omega_1^2} C(\omega_1, \omega_2) \frac{d^2}{d\omega_2^2} C(\omega_1, \omega_2) \right]_{(\omega_1, \omega_2) = (\omega_10, \omega_20)}$$  \hspace{1cm} (49)

and

$$G = \left[ e^{-j\omega_1 \tau_1} e^{-j\omega_2 \tau_2} \frac{d}{d\omega_1} e^{-j\omega_1 \tau_1} e^{-j\omega_2 \tau_2} \frac{d}{d\omega_2} e^{-j\omega_1 \tau_1} e^{-j\omega_2 \tau_2} \frac{d^2}{d\omega_1^2} e^{-j\omega_1 \tau_1} e^{-j\omega_2 \tau_2} \frac{d^2}{d\omega_2^2} e^{-j\omega_1 \tau_1} e^{-j\omega_2 \tau_2} \right]_{(\omega_1, \omega_2) = (\omega_10, \omega_20)}. \hspace{1cm} (50)$$

The resultant magnitude response is shown in Fig. 3(a), and the group-delay responses along the $\omega_1$- and $\omega_2$-axis are shown in Figs. 3(b) and 3(c), respectively. Notice that the delay responses in the stopband in Figs. 3(b) and 3(c) have been set to zero.

4. Conclusions

A new technique has been proposed for the design of complex coefficient filters which approximate the arbitrary desired complex responses in this paper. The method is based on minimizing the integrated square complex error for the complex frequency response over the passband and stopband while imposing frequency response or derivative constraints. Also, the method can be extended to design two-dimensional FIR filters with arbitrary frequency response or derivative constraints. Several examples have been presented to demonstrate the effectiveness of the approach.
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