Choosing the kernel parameters for support vector machines by the inter-cluster distance in the feature space
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ABSTRACT

Determining the kernel and error penalty parameters for support vector machines (SVMs) is very problem-dependent in practice. A popular method to deciding the kernel parameters is the grid search method. In the training process, classifiers are trained with different kernel parameters, and only one of the classifiers is required for the testing process. This makes the training process time-consuming. In this paper we propose using the inter-cluster distances in the feature spaces to choose the kernel parameters. Calculating such distance costs much less computation time than training the corresponding SVM classifiers; thus the proper kernel parameters can be chosen much faster. Experiment results show that the inter-cluster distance can choose proper kernel parameters with which the testing accuracy of trained SVMs is competitive to the standard ones, and the training time can be significantly shortened.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

The support vector machines (SVMs) [1] have been highly concerned in recent years. The training algorithms of SVMs try to find the optimal separating hyperplane by maximizing the margin between the hyperplane and the data and thus minimizing the upper bound of the generalization error. Delivering promising results makes the SVMs extensively applicable in many information processing tasks, including data classification, pattern recognition and function estimation. SVMs are ordinarily used as binary classifiers that separate the data space into two areas. The separating hyperplane is not explicitly given. It is represented by a small number of data points, called support vectors (SVs). However, the real data are often linearly inseparable in the input space. To overcome this, data are mapped into a high dimensional feature space, in which the data are sparse and possibly more separable. In practice, the mapping is also not explicitly given. Instead, a kernel function is incorporated to simplify the computation of the inner product value of the transformed data in the feature space. That is, choosing a kernel function implies defining the mapping from the input space to the feature space.

As the data distribution may change in different feature spaces, the performance of an SVM depends on the kernel largely. However, there is no theoretical method for determining a kernel function and its parameters. Also, there is no a priori knowledge for setting the kernel parameter C. A straightforward way for model selection is the grid search algorithm [2]. It trains SVMs with all desired combinations of parameters and screens them according to the training accuracy. Ancona et al. use the receiver operating characteristic (ROC) curve for selecting better parameter combinations [3]. The genetic algorithms (GAs) are also applied to SVM parameter search [4–8]. With some possible parameter combinations as the initial population, the GAs update the population by crossover and mutation operations to keep or generate the better combinations according to the performance of the resulted SVMs. The simulated annealing techniques can also be applied to ensure that the global optimum of parameter combinations can be found [9]. These methods select the best parameter combination from the population evolved generation by generation, thus requiring to train many SVMs. However, with a sample size l, the training time complexity of each SVM is experimentally shown to be $O(l^4)$ [10,11], or even can be $O(l^6)$ in worst case [12]. Therefore, methods for choosing a parameter combination from a population are still time-consuming. To conquer this, some heuristics are proposed to choose kernel parameters by calculating some kinds of indexes. Deb Nath and Takahashi create an index for identifying appropriate kernel parameters by analyzing the principle components of data in the feature space [13]. This method requires a non-automatic criteria to choose ‘a good set of kernel parameters’. Bi et al. propose using the relationship of boundary points in the feature space to select a suitable $\sigma$ for Gaussian kernels [14]. Their method operates for several iterations, and the time complexity of each iteration is $O(l^2)$. Such indexes often have computational complexity about the same to the SVM algorithms, resulting in very little...
actual computation time saving in comparison to training an SVM for choosing the kernel parameters. Much SVM-related research work treats the kernel parameters and the penalty parameter C in different ways. Changing the kernel parameters is equivalent to selecting the feature spaces, and tuning C is corresponding to weighting the slack variables, the error terms. Therefore, the meanings of tuning the kernel parameters and tuning C are different. In fact, C has no intuitive meaning of the geometry, and most of the researches are concentrated on tuning the kernel parameters.

In this paper we propose using one of the cluster validation measures as the data separation index to predict possible good choices of the SVM parameters. The index shows the degree the data are separated in the feature space defined by the parameters, and the corresponding kernel function. The experiment results, presented in Section 4, show that the parameter combinations with higher values of the cluster validation index can have high testing accuracy in most cases. The computational complexity of computing the data separation index is \(O(l^2)\), while the actual computation time is much shorter than training many SVMs for selecting one kernel parameter combination. Good parameter combinations can be fast determined by the separation index since calculating such index costs much less computation time than using a grid search method to train an SVM.

### 2. SVMs and kernel selection

The SVM is designed for binary-classification problems, assuming the data are linearly separable. Given the training data \((x_i, y_i)\), \(i = 1, \ldots, l\), \(x_i \in \mathbb{R}^d\), \(y_i \in \{+1, -1\}\), where the \(\mathbb{R}^d\) is the input space, \(x_i\) is the sample vector and \(y_i\) is the class label of \(x_i\), the separating hyperplane \((a, b)\) is a linear discriminating function that solves the optimization problem:

\[
\begin{align*}
\min_{a, b} & \quad \langle a, a \rangle \\
\text{subject to} & \quad y_i (a^T x_i + b) \geq 1, \quad i = 1, \ldots, l,
\end{align*}
\]

where \(\langle , \rangle\) indicates the inner product operation. The minimal distance between the samples and the separating hyperplane, i.e. the margin, is \(1/||a||\).

In order to relax the margin constraints for the non-linearly separable data, the slack variables are introduced into the optimization problem:

\[
\begin{align*}
\min_{a, b} & \quad \langle a, a \rangle + C \sum_{i=1}^{l} \xi_i \\
\text{subject to} & \quad y_i (a^T x_i + b) \geq 1 - \xi_i, \quad i = 1, \ldots, l, \quad \xi_i \geq 0.
\end{align*}
\]

This leads to a soft margin SVM that is generally discussed and applied. The resulted classifier is called the 1-norm soft margin SVM, and \(C\) is the penalty parameter of error. The decision function of the classifier is

\[
\text{sign} \left( \sum_{i \in SV} y_i a_i (x_i, x) + b \right).
\]

When using a function \(\phi : X \rightarrow F\) to map the data into a high dimensional feature space, the decision function of the classifier becomes

\[
\text{sign} \left( \sum_{i \in SV} y_i a_i (\phi(x_i), \phi(x)) + b \right).
\]

The mapping \(\phi\) is not given explicitly in most cases. Instead, a kernel function \(K(x, x') = \langle \phi(x), \phi(x') \rangle\) gives the inner product value of \(x\) and \(x'\) in the feature space. Choosing a kernel function is therefore choosing a feature space and the decision function becomes

\[
\text{sign} \left( \sum_{i \in SV} y_i a_i K(x_i, x) + b \right).
\]

The generally used kernel functions are

- linear: \(K(x, x') = (x, x')\);
- polynomial: \(K(x, x') = (\gamma x^T x' + r)^d, \gamma > 0\);
- radial basis function (RBF): \(K(x, x') = \exp(-\gamma ||x - x'||^2), \gamma > 0\);
- sigmoid: \(K(x, x') = \tanh(\gamma ||x - x'|| + r)\).

For certain parameters, the linear kernel is a special case of RBF kernels [15]. Also, the sigmoid kernel behaves like the RBF kernel [16]. When the data are linearly inseparable, a non-linear kernel that maps the data into the feature space non-linearly can handle the data better than the linear kernels. As the polynomial kernel requires more parameters to be chosen, the RBF kernel is a reasonable first choice of kernel function [17]. When using the RBF kernel, the parameters \((d, \gamma)\) should be set properly. Generally \(d\) is set to be 2. Thus the kernel value is related to the Euclidean distance between the two samples. \(\gamma\) is related to the kernel width.

To apply SVM on a multi-class classification problems, the problem can be divided into sub-problems which are binary-classification problems. The often suggested implementations for SVM multi-class classification are the one-against-rest method [18], the one-against-one method [19], and the directed acyclic graph SVM (DAGSVM) [20]. For an \(n\)-class classification problem, the one-against-rest method constructs \(n\) SVM models with each one separating a single class with all the other classes, while the one-against-one method constructs \(n(n - 1)/2\) classifiers where each one classifies two classes only. The training phase of DAGSVM is identical to the one-against-one method, while the trained classifiers are organized into a rooted DAG in its testing phase and thus the testing phase can be faster than one-against-rest method. Lin et al. [2] showed that the one-against-one method performs best and can be trained faster than the one-against-rest method.

### 3. Inter-cluster distances in the feature space

Generalization is the ability that a trained model predicts the target value of an input sample which is not in the training set. Many indexes can be used to assess the generalization ability. The validation accuracy is a straightforward one and easy to be used. For example, the training process of the grid search shown in List 1 uses the validation accuracy to indicate the generalization ability of the classifier to the validation data. When using the grid search method which is shown in List 1 for training an SVM, the training data and each \((C, \text{kernel parameter})\) combination are used for an SVM model. The model is then used to classify the validation data. The parameter combination that results in a model with best validation accuracy is picked as the best choice of the problem. The testing accuracy is acquired by applying the corresponding SVM model on the testing data. The specific \(C\) and kernel parameter values form a grid in the
\( \langle \text{C, kernel parameter} \rangle \) parameter space, and the grid search method exhaustively search the grid to find a best combination. Obviously, the wider or the finer the search space is, the more possibility the grid search method find the best parameter combination. In addition, when the validation data are not available, \( k \)-fold cross validation can be used to acquire the validation accuracy [17]. Training with \( k \)-fold cross validation, the training data are partitioned into \( k \) sets. Each set is used as the validation data once, while the rest data are used as the training data. The training process repeats \( k \) times for the \( k \) validation data sets and the average validation rate is used to choose the parameter combination. In addition to the training and testing samples, the validation samples are reserved for validating the trained model to see whether the model over-fits the training samples. Therefore, it reflects the generalization ability of the model to unknown data.

List 1: Using the grid search method to choose a desired classifier.

- For each \( \langle \text{C, kernel parameter} \rangle \) combination
- Train a classifier with the training data
- Use the classifier to classify the validation data
- Pick the classifier with highest validation accuracy for testing process usage

There are some other SVM-related indexes that can estimate the generalization ability. Takahashi [21] used the ratio of the numbers of SVs to the training samples as an index. This suggests a useful index as \( M_{ij}/SV_{ij} \) for the classifier of classes \( i \) and \( j \), where \( M_{ij} \) is the number of training data and \( SV_{ij} \) is the number of SVs. Phetkaew [22] proposed using the SVM margin to identify a classifier that causes wrong classifications. As the margin decreases, the distance between the nearest two samples from different classes decreases too, raising the degree of confusion between the two classes. These indexes require the information of the trained classifiers, so they are as time-consuming as the grid search is. Similar to that the margin stands for, our previous work [23] proposed a separation index which indicates the separation of two classes in the feature space. The index is derived from inter-cluster distances (\( \delta_2 \)) which was used by Bezdek for unsupervised data clustering. Bezdek and Pal [24] mentioned several inter-cluster distance measures (\( \delta_1 \)). They are the measurements of the distance between two clusters. A larger inter-cluster distance value implies a pair of more separated clusters. In our application, we consider the two classes as two labeled clusters. The inter-cluster distances in the sample space can be

\[
\begin{align*}
\delta_1(X_+, X_-) &= \min_{x_+ \in X_+, x_- \in X_-} d(x_+, x_-), \\
\delta_2(X_+, X_-) &= \max_{x_+ \in X_+, x_- \in X_-} d(x_+, x_-), \\
\delta_3(X_+, X_-) &= \frac{1}{l_+l_-} \sum_{x_+ \in X_+} \sum_{x_- \in X_-} d(x_+, x_-), \\
\delta_4(X_+, X_-) &= d(x_+, x_-) = d\left(\frac{\sum_{x_+ \in X_+} x_+}{l_+}, \frac{\sum_{x_- \in X_-} x_-}{l_-}\right), \\
\delta_5(X_+, X_-) &= \frac{1}{l_+l_-} \left( \sum_{x_+ \in X_+} d(x_+, x_-) + \sum_{x_- \in X_-} d(x_+, x_-) \right).
\end{align*}
\]

where \( X_+ \) and \( X_- \) are positive and negative classes, \( l_+ \) and \( l_- \) are sample sizes of \( X_+ \) and \( X_- \), and \( x_+ \) and \( x_- \) are the class means of \( X_+ \) and \( X_- \). \( \delta_1 \), \( \delta_2 \) and \( \delta_3 \) are the shortest, the longest and the average distance between two samples from different classes. \( \delta_5 \) is a combination of \( \delta_3 \) and \( \delta_4 \), and \( \delta_4 \) is the distance between two class means and is less affected by noises than \( \delta_1 - \delta_3 \) are. Referring to Fig. 1, as the classes more separate away, the distance between class means increases. Thus \( \delta_4 \) can indicate the class separation robustly.

According to the previous work [23], the distance values can be calculated in the feature space with the \( L^2 \)-norm and the kernel function incorporated. The kernel function gives the inner product values of vectors in the feature space. Therefore, the distance between two samples in the feature space can be evaluated by applying the \( L^2 \)-norm on the mapped data as the following equation:

\[
d(\phi(x), \phi(y)) = \sqrt{(\phi(x) - \phi(y))^2} = \sqrt{\phi(x) \cdot \phi(x) - 2\phi(x) \cdot \phi(y) + \phi(y) \cdot \phi(y)} = \sqrt{K(x,x) + K(y,y) - 2K(x,y)}.
\]

Eq. (11) can be used to calculate \( \delta_1 - \delta_3 \) in the feature space. We can also calculate the distance value \( \delta_4F \), which corresponds to the

![Fig. 1. Artificial data representing the relationship between the class location and the class mean location. The data of +1 class are the same in both figures. However, the data of -1 class in (a) are shifted in (b) by adding the vector (1, -1) to each sample.](image)
distance measure $\delta_d$ in the feature space:

$$\delta_d(x_+, x_-) = \sqrt{x_+ - x_-}^2$$

$$= \sqrt{\frac{\sum_{x_i \in X_+} \phi(x_i) \phi(x_i)\phi(x_+)\phi(x_-)}{l_+ l_-} + \frac{\sum_{x_i \in X_-} \phi(x_i) \phi(x_i)\phi(x_+)\phi(x_-)}{l_+ l_-}}$$

where $x_+$ and $x_-$ are the class means of the mapped $X_+$ and $X_-$ data. Similarly, $\delta_{2F}$ can be

$$\delta_{2F}(x_+, x_-) = \frac{1}{l_+ + l_-} \left( \sum_{x_i \in X_+} \sqrt{\phi(x_i) - x_+|^2} + \sum_{x_i \in X_-} \sqrt{\phi(x_i) - x_-|^2} \right),$$

where

$$|\phi(x_+) - \hat{x}_+|^2 = \frac{\sum_{x_i \in X_+} \phi(x_i) \phi(x_+)}{l_+} \frac{\sum_{x_i \in X_-} \phi(x_i) \phi(x_-)}{l_-} - \frac{\sum_{x_i \in X_+} \phi(x_i) \phi(x_-)}{l_+ l_-}.$$

Calculating these indexes are with $O(l^2)$ computational complexity. Since these indexes are related to inter-cluster distances, they can represent the separation degree of the classes and thus can estimate the classifier generalization ability.

### List 2: Using the distance index to choose a desired classifier.

For each kernel parameter combination calculate the preferred distance index with the training data with the kernel parameter combination which leads to best separation index for each C train a classifier with the training data pick the classifier with highest validation accuracy for testing process usage

The SVM algorithms look for the separation hyperplane with which the class data are separated. Since the validation accuracy is an estimation of classifier generalization ability, it can be substituted by using the separation indexes as the heuristics to choose the kernel parameters. Because the kernel functions are involved in calculating the index values, the kernel parameters can be chosen according to the index values. Only the penalty parameter $C$ should be chosen by the validation process, and the time needed for the training process for different kernel parameters can be saved. The corresponding training process is listed in List 2. For each kernel parameter combination, a value of the desired separation index is calculated. The largest separation index value likely implies the most separation of the two classes in the feature space, and the corresponding kernel parameter combination is selected. With the selected kernel parameter combination, for each penalty parameter $C$ value, an SVM model is trained and verified. Then, the $C$ which results in an SVM model with the highest validation accuracy and the kernel parameters selected by the separation index value form the parameter combination for the classification problem. The training time of the proposed method is composed of the calculation time of all separation index values and the SVM models training time for one kernel parameter combination and all $C$ values.

### 4. Experiments and results

In our experiments, we use the data sets a1a–a5a and w1a–w5a [25] as the binary-class classification problems, and the modified dna, satimage and letter data sets originally from the Statlog collection [26] as the multi-class classification problems. Note that data sets a1a–a5a and w1a–w5a are actually random subsets of Adult and Web databases [25], so there are in fact two real binary-classification problems tested in the experiments. However, we apply the grid search method and the proposed method on each data set separately. Therefore, for each data set, the testing accuracy and the corresponding parameters are acquired as for an independent real problem. Since a series of data sets is formed by different sizes of data from a real problem, the training times of the same series of data can show the time complexity of the training processes. For the multi-class data sets, the original training data [26] are scaled to be in $[-1, 1]$ and are partitioned into training and validation data sets [2]. Thus the multi-class data sets contain training, validation and testing data now. The specifications of these data sets are listed in Table 1.

We use LIBSVM [27] to train the SVM models. The sub-sampled binary-class data sets, the scaled and partitioned multi-class data sets and the software are downloaded from the LIBSVM web site. The downloaded binary-class data sets a1a–a5a and w1a–w5a contain only training and testing data. As mentioned in Section 3, $k$-fold cross validation can be used to acquire the validation accuracy for such data sets for general usage. A fivefold cross validation [4,6] method is used in our experiments when training the SVM models for choosing the kernel parameters for the binary-class data sets. With fivefold cross validation, a training data set is divided into five subsets of equal size. Each subset is used one time for validating the model trained with the rest four subsets. Therefore, for each data set and each parameter combination, five SVM models are trained with the five reduced, overlapped subsets to acquire the corresponding average validation accuracy. Since all the multi-class data sets we download contain training, validation and testing data, it is not necessary to apply the $k$-fold cross validation when training SVM with these data set. For the multi-class data sets, the general training process and the one-against-one method is used to solve the classification problems. The validation data are used in the training phase to validate the generalization ability of each SVM model which is trained with all the training data, and in the testing phase the testing data are used for evaluating the testing accuracy. When applying the proposed method on a multi-class case, the distance values of all pairs of classes are calculated and added together for each kernel parameter combination.

### Table 1

<table>
<thead>
<tr>
<th>Data set</th>
<th># of classes</th>
<th># of features</th>
<th># of training data</th>
<th>Testing accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>2</td>
<td>123</td>
<td>32 562</td>
<td>89 [25]</td>
</tr>
<tr>
<td>a1a</td>
<td>123</td>
<td>1605</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>a2a</td>
<td>123</td>
<td>2265</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>a3a</td>
<td>123</td>
<td>3185</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>a4a</td>
<td>123</td>
<td>4781</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>a5a</td>
<td>123</td>
<td>6414</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Web</td>
<td>2</td>
<td>300</td>
<td>48 749</td>
<td>96 [25]</td>
</tr>
<tr>
<td>w1a</td>
<td>300</td>
<td>2477</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>w2a</td>
<td>300</td>
<td>3407</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>w3a</td>
<td>300</td>
<td>4912</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>w4a</td>
<td>300</td>
<td>7366</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>w5a</td>
<td>300</td>
<td>9898</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>dna</td>
<td>3</td>
<td>180</td>
<td>1400</td>
<td>95.9 [26]</td>
</tr>
<tr>
<td>letter</td>
<td>26</td>
<td>16</td>
<td>10 500</td>
<td>93.6 [26]</td>
</tr>
<tr>
<td>satimage</td>
<td>6</td>
<td>36</td>
<td>3104</td>
<td>90.6 [26]</td>
</tr>
</tbody>
</table>

*The testing accuracy values are the highest ones reported in the source references.*
As mentioned in Section 3, the parameter search space which lead to a high validation accuracy. Our observation, we assume the chosen values can cover a range of parameters that can be validated and the proposed method would speed-up the training process. When a finer grid for searching the parameters is used, more candidates of the kernel parameters are required to be calculated in the feature space. According to our tests, the training time of the proposed method is composed of the in-dex calculation time for the kernel parameters and the SVM model training time for choosing $C$. When k-fold cross validation is used, only the SVM model training time for choosing $C$ is affected because $\delta_{AF}$ is the distance between two means and does not require a redundant validation and average process. It could be concerned that, for the binary-class data sets, since fivefold cross validation are used for training, more SVM models are trained and more training time are spent, while the separation index is calculated only once and thus the speed-up is enlarged. To see how the training time is affected by changing the fivefold validation to fivefold validation, we conduct the following experiments for the binary-class data sets with only onefold training process involved.

We use the RBF kernel with $d = 2$, $\gamma \in \{2^{-7}, 2^{-6}, ..., 2^{7}\}$. $C$ is set with the values $\{2^{-2}, 2^{-1}, ..., 2^{2}\}$. According to Refs. [2,17,23] and our observation, we assume the chosen values can cover a range of the parameter search space which lead to a high validation accuracy. As mentioned in Section 3, $\delta_1$ can be the separation indexes and can be calculated in the feature space. According to our tests, $\delta_{AF}$ ($\delta_1$ in the feature space) performs well in most cases. Therefore, we only present the results of the training process in List 2 with $\delta_{AF}$ to show the proposed method works.

Table 2 shows the training time and testing accuracy of the SVM with the grid search method and the proposed method with $\delta_{AF}$. For the proposed method, the training time is the sum of the time for calculating the $\delta_{AF}$ values for all kernel parameter combinations and the time for training SVMs for all $C$ with the 'best' kernel parameter combination chosen according to the $\delta_{AF}$ values. According to the testing results, the SVMs trained by the proposed method with $\delta_{AF}$ perform about the same as those models chosen by grid search do when using RBF kernels. Meanwhile, as the kernel parameters are decided by calculating the corresponding distance indexes but not by training all the SVM models, the total training time includes only the computation time of the distance index and the SVM training time for deciding a proper $C$. Since it is not necessary to train models for the kernel parameters other than the ones chosen by the heuristics, the training time can be significantly shortened. As we use 41 candidates of $\gamma$ in our experiments, the training process can be sped up from 14 to about 90 times. If a finer grid for searching the parameters is used, more candidates of the kernel parameters are required to be validated and the proposed method would speed-up the training process more.

The training time of the proposed method is composed of the index calculation time for the kernel parameters and the SVM model training time for choosing $C$. When k-fold cross validation is used, only the SVM model training time for choosing $C$ is affected because $\delta_{AF}$ is the distance between two means and does not require a redundant validation and average process. It could be concerned that, for the binary-class data sets, since fivefold cross validation are used for training, more SVM models are trained and more training time are spent, while the separation index is calculated only once and thus the speed-up is enlarged. To see how the training time is affected by changing the fivefold validation to fivefold validation, we conduct the following experiments for the binary-class data sets with only onefold training process involved. Table 3 lists the results when the grid search method and the proposed method are applied on the binary-class data sets with only one of the fivefold training process is involved. Table 3 shows the training time and testing accuracy of the SVM with the grid search method and the proposed method with $\delta_{AF}$. For the proposed method, the training time is the sum of the time for calculating the $\delta_{AF}$ values for all kernel parameter combinations and the time for training SVMs for all $C$ with the 'best' kernel parameter combination chosen according to the $\delta_{AF}$ values. According to the testing results, the SVMs trained by the proposed method with $\delta_{AF}$ perform about the same as those models chosen by grid search do when using RBF kernels. Meanwhile, as the kernel parameters are decided by calculating the corresponding distance indexes but not by training all the SVM models, the total training time includes only the computation time of the distance index and the SVM training time for deciding a proper $C$. Since it is not necessary to train models for the kernel parameters other than the ones chosen by the heuristics, the training time can be significantly shortened. As we use 41 candidates of $\gamma$ in our experiments, the training process can be sped up from 14 to about 90 times. If a finer grid for searching the parameters is used, more candidates of the kernel parameters are required to be validated and the proposed method would speed-up the training process more.

The training time of the proposed method is composed of the index calculation time for the kernel parameters and the SVM model training time for choosing $C$. When k-fold cross validation is used, only the SVM model training time for choosing $C$ is affected because $\delta_{AF}$ is the distance between two means and does not require a redundant validation and average process. It could be concerned that, for the binary-class data sets, since fivefold cross validation are used for training, more SVM models are trained and more training time are spent, while the separation index is calculated only once and thus the speed-up is enlarged. To see how the training time is affected by changing the fivefold validation to fivefold validation, we conduct the following experiments for the binary-class data sets with only onefold training process involved. Table 3 lists the results when the grid search method and the proposed method are applied on the binary-class data sets with only one of the fivefold training process is involved. That is, here we assume that 20% of the downloaded training data would cost about 64% of time 4$F$ in the current cases cost relatively more time than in the fivefold cases. However, the proposed method can still speed-up the training process of the binary-class data sets from 16 to about 30 four times. Referring to Table 2, the multi-class cases are sped up from 14 to 50 one times by the proposed method. Without k-fold validation, the proposed method speeds up the binary and
multi-class cases similarly. However, the parameters chosen by the grid search method without k-fold validation can be quite different to the parameters chosen with k-fold validation (see the chosen parameters of a1a in Tables 2 and 3). Also, the parameters chosen by the grid search method without k-fold validation of a series of data sets can be quite different (see the chosen parameters of a1a and a2a in Table 3). When there is no validation data available, using k-fold validation can acquire the average performance of k models trained with a parameter combination without over-fitting the training data. In addition, since all the k subsets are used as the validation data, the sub-sampling bias can be avoided. In order to acquire more stable results, the fivefold cross validation process on the binary-class data sets is used in the following experiments.

Since the a1a–a5a and w1a–w5a data sets are subsets of the Adult and Web data sets with different sizes, the stable speed-up ratio suggests that both computing $\bar{t}_F$ and training SVMs have the same time complexity. Considering the binary case, we only train 21 SVM models for choosing the penalty parameter C. This corresponds to about 5% sampling of the parameter search space. When using GA for searching the parameter combination, a larger initial population or more generations may be helpful to find the better parameter combinations, thus requiring a higher sampling ratio of the parameter search space.

Fig. 2 presents the growing of training time with respect to the training sample size. As mentioned in Sections 1 and 3, training an SVM and calculating $\bar{t}_F$ both cost $O(l^2)$. That is, reducing the training sample size can significantly reduce the training time for both methods. However, Fig. 2 shows that the training times of the grid search method and the proposed method grow in a similar way, while the grid search method costs more time. Therefore, both methods can gain benefits on training time from a sub-sampling strategy, and the proposed method can still run faster than the grid search method on a sub-sampled data set. This results in a further speed-up when practically using the proposed method with the subsampling technique. As Table 2 shows, the proposed method chooses similar kernel parameters for a series of data from the same problem. That is, applying the proposed method on a properly sub-sampled data set can find the kernel parameters similar to the ones with the original data set. If the data set is sub-sampled with a size $\sqrt{l}$, calculating $\bar{t}_F$ will cost $O(l)$. This technique is very feasible for calculating the value of noise-resistant distance indexes such as $\bar{d}_F$, because such indexes are the means of distance values or distance between classes means and are less affected by the sample size.

As a reference, we also use the one-against-rest method and the polynomial kernel in the following cases. For the three multi-class problems, we use RBF kernels and the one-against-rest method to see how the proposed method performs with different training strategies with $\gamma$ and C being the same ones listed above. The results are shown in Table 4. In this case, the SVMs generated by the proposed method performs as good as the models generated by the grid search method in testing accuracy. Although the proposed method still speeds up the training process, the training time speed-up ratio decreases for every data set. This may be due to the ‘rest’ classes contain overlap data, thus existing many redundant computations.

We also apply polynomial kernels on the a5a, w5a and the three multi-class data sets (using the one-against-one strategy). The parameters are $\gamma = 1, r \in [0, 2^0, \ldots, 2^3], d \in [2^0, \ldots, 2^2]$. The results are shown in Table 5. As we use 15 parameter combinations, we expect a 15 time speed-up for these cases. However, except the a5a case (an extra high speed-up with testing accuracy degradation), the speed-up is 5–10 times. The testing accuracy degradation of a5a shows that the proposed method is still a heuristics. With proper kernels and

---

**Table 4**

Testing accuracy (%) and training time (s) with the one-against-rest training strategy

<table>
<thead>
<tr>
<th>Data set</th>
<th>Grid search</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chosen (C, $\gamma$)</td>
<td>Testing accuracy (%)</td>
</tr>
<tr>
<td>dna</td>
<td>$(2^3, 2^{11})$</td>
<td>91.0</td>
</tr>
<tr>
<td>letter</td>
<td>$(2^4, 2^{11})$</td>
<td>94.56</td>
</tr>
<tr>
<td>satimage</td>
<td>$(2^2, 2^{8})$</td>
<td>88.75</td>
</tr>
</tbody>
</table>

---

**Table 5**

Testing accuracy (%) and training time (s) with the polynomial kernel

<table>
<thead>
<tr>
<th>Data set</th>
<th>Grid search</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chosen (C, $r$, $d$)</td>
<td>Testing accuracy (%)</td>
</tr>
<tr>
<td>a5a</td>
<td>$(2^1, 2^2, 2^2)$</td>
<td>84.48</td>
</tr>
<tr>
<td>w5a</td>
<td>$(2^1, 2^2, 2^2)$</td>
<td>98.51</td>
</tr>
<tr>
<td>dna</td>
<td>$(2^1, 2^2, 2^2)$</td>
<td>94.35</td>
</tr>
<tr>
<td>letter</td>
<td>$(2^1, 2^2, 2^2)$</td>
<td>95.32</td>
</tr>
<tr>
<td>satimage</td>
<td>$(2^1, 2^2, 2^2)$</td>
<td>88.89</td>
</tr>
</tbody>
</table>
distance measures, the proposed method is possible to give a fast and good guess of kernel parameter combinations.

As mentioned in Section 3, the training time of the proposed method is composed of the separation index calculation time and the SVM training time. The proposed method can save the total training time because only one kernel parameter combination is used for training the SVM models. Therefore, if the kernel parameter search space is reduced, the speed-up of the proposed method will decrease. For example, if RBF kernel with $\gamma \in [2^{-5}, 2^{-4}, \ldots, 2^5]$ are chosen according to some priori knowledge or pre-processing strategies, the proposed method saves the SVM training time for $10^6$ but not for $40\gamma$, which implies that the speed-up is possibly to be about 10 times but not 40 times. Table 6 shows the training time and speed-up when only $\gamma \in [2^{-5}, 2^{-4}, \ldots, 2^5]$ are used. It is the central area of the search space where previously used for RBF kernel, and $\gamma$ in this area with certain C often leads to an SVM model with a high validation accuracy. We also use another SVM training tool, named SVMtorch, to see whether different training tools lead to significant change of results. SVMtorch is reported to be fast for high input dimension and large sample size problems [28]. It is available at Ref. [29]. According to our observation, SVMtorch runs faster than LIBSVM for some parameter combinations, and is slower for some other parameter combinations in our experiments. Table 6 do not show significant difference between the two tools for the speed-up of the proposed method. This may be due to the experiment design and the data sets. As expected, the values of speed-up decrease when the search space is reduced. However, the results in Table 6 do not take the cost of reducing the search space into account. Actually, the proposed method itself can be considered as a method that reduces the search space into one kernel parameter combination. The selected kernel parameter combination then can be the starting point or the center for searching good kernel parameters. That is, the exhaustive search of parameters can be performed in the priority area indicated by the proposed method first. The results also imply that the proposed method is suitable for a larger kernel search space, such as a finer grid for exhaustive searching for better kernel parameters.

## 5. Conclusions

We propose calculating the inter-cluster distance in the feature space to help determine the kernel parameters for training the SVM models. The kernel parameters chosen by the proposed method can result in SVM models that perform as good as the models chosen by grid search method in testing accuracy. Calculating the distance is a simple and a non-iterated process. As compared with training an SVM, which generally costs $O(l^2)$ training time with non-deterministic iterations, the proposed index can be calculated much faster than training SVMs. Thus, the training time for the proposed method to obtain SVM models can be significantly shortened. With properly chosen distance indexes, the proposed method performs stable with different sample sizes of the same problem. As a result, the time complexity $O(l^2)$ of calculating the index is possible to be further reduced by the sub-sampling strategy in practical usage, and thus the proposed method can work even the data size is large. Currently the penalty parameter C is not incorporated into the proposed strategies, or else the training time might be further minimized. The proposed indexes can also be used to suggest a starting point or a searching center of the grid search process.
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