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I. INTRODUCTION

THE demand for bandwidth is rapidly increasing due to the explosive growth of network traffic. Networking technologies play an important role in bridging the gap between limited resources and the constantly increasing demand. In order to avoid a fully meshed architecture, a switching device is required to build a realistic network. Over the past few years, several enabling technologies have emerged as candidates for achieving high performance switching. Basically, switches act like automated patch-panels, switching all the electrical or optical signals from one port to another. Traditionally, digital switching can be done in many ways. For example, by allocating physical separated paths, switching can be done in the space domain. A two-dimensional (2-D) microelectromechanical system (MEMS) optical switch with precisely controlled micromirrors is essentially a space-domain switch. Similarly, by associating the data from each port with a unique resource, switching can be performed in many other ways, such as in the time domain, the wavelength domain, and even a combination of these mechanisms.

On the other hand, quantum information science is a relatively new field of study. Quantum computers were first discussed in the early 1980s [1]–[3]. Since then, a great deal of research has been focused on this topic. Remarkable progress has been made due to the discovery of secure key distribution [4], polynomial time prime factorization [5], and fast database search algorithm [6]. These results have recently made quantum information science the most rapidly expanding research field. Other applications, such as clock synchronization [7], [8], and quantum Boolean circuit implementation [9] have driven this field further into the phase of real-world applications.

In this paper, we present a switching architecture such that digital data can be switched in the quantum domain. The proposed mechanism supports unicasting as well as multicasting, and is strict-sense nonblocking. In addition, with appropriate interface conversion, this architecture can also be used to switch classical information. This results in a quantum switch that can be used to build classical and quantum information networks. To present this idea, we define the connection digraph which can be used to describe the behavior of a switch at a given time, then we show how a connection digraph can be implemented using elementary quantum gates. Compared with a traditional space or time domain switch, the proposed switching mechanism is much more scalable. Assuming an \( n \times n \) quantum switch, the space consumption grows linearly, i.e., \( O(n) \), while the time complexity is \( O(1) \) for unicasting, and \( O(\log_2 n) \) for multicasting. Based on these advantages, a high throughput switching device can be built simply by increasing the number of I/O ports.

II. NOTATIONS AND PRELIMINARIES

A. Quantum State and Quantum Gates

In a two-state quantum system, each bit can be represented using a basis consisting of two eigenstates, denoted by \( |0\rangle \) and \( |1\rangle \), respectively. These states can be either spin states of a particle \( |0\rangle \) for spin-up and \( |1\rangle \) for spin-down) or energy levels in an atom \( |0\rangle \) for ground state and \( |1\rangle \) for excited state). These two states can be used to simulate the classical binary logic. A classical binary logic value must be either ON (1) or OFF (0), but not both at the same time. However, a bit in a quantum system can be any linear combination of these two states, so we have the state \( |\psi\rangle \) of a bit as

\[
|\psi\rangle = c_0 |0\rangle + c_1 |1\rangle
\]

(1)

where \( c_0 \) and \( c_1 \) are complex numbers and \( |c_0|^2 + |c_1|^2 = 1 \). In column matrices, this is written as

\[
|\psi\rangle = \begin{pmatrix} c_0 \\ c_1 \end{pmatrix}.
\]

(2)

The state shown above exhibits a unique phenomenon in quantum mechanics called superposition. When a particle is in such a superposed state, it has a part corresponding to \( |0\rangle \) and a part corresponding to \( |1\rangle \), at the same time. When you measure the particle, the system is projected to one of its basis (i.e. either \( |0\rangle \) or \( |1\rangle \)). The overall probability for each state is given by the absolute square of its amplitude. Taking the state \( |\psi\rangle \) in (1) as an example, the coefficient \( |c_0|^2 \) and \( |c_1|^2 \) represent...
the probability of obtaining \( |0\rangle \) and \( |1\rangle \) respectively. Obviously, the sum of \( |c_0|^2 \) and \( |c_1|^2 \) will be 1 to satisfy the probability rule. To distinguish the above system from the classical binary logic, a bit in a quantum system is referred to as a quantum bit, or qubit.

Two or more qubits can also form a quantum system jointly. A two-qubit system is spanned by the basis of the tensor product of their own spaces. Hence, the joint state of qubit A and qubit B is spanned by \( |00\rangle_A B, |01\rangle_A B, |10\rangle_A B, \text{ and } |11\rangle_A B \), i.e.,

\[
|\psi\rangle_{AB} = c_0 |00\rangle_{AB} + c_1 |01\rangle_{AB} + c_2 |10\rangle_{AB} + c_3 |11\rangle_{AB} \tag{3}
\]

where \( c_0, c_1, c_2, c_3 \) are all complex numbers and \( |c_0|^2 + |c_1|^2 + |c_2|^2 + |c_3|^2 = 1 \). In matrix form, this is equivalent to

\[
|\psi\rangle_{AB} = \begin{pmatrix} c_0 \\ c_1 \\ c_2 \\ c_3 \end{pmatrix} . \tag{4}
\]

The notations described above can be generalized to a multiple-qubit system. For example, in a three-qubit system, the space is spanned by a basis consisting of eight elements \( |000\rangle_{ABC}, |001\rangle_{ABC}, \ldots, |111\rangle_{ABC} \).

A quantum system can be manipulated in many different ways, called quantum gates. A quantum gate can be represented in the form of a matrix operation. For example, a quantum 'Not' gate applied on a single qubit can be represented by multiplying a \(2 \times 2\) matrix

\[
N = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \tag{5}
\]

which changes the state from \( |1\rangle \) to \( |0\rangle \) and from \( |0\rangle \) to \( |1\rangle \), as

\[
N \cdot \begin{pmatrix} c_0 \\ c_1 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} c_0 \\ c_1 \end{pmatrix} = \begin{pmatrix} c_1 \\ c_0 \end{pmatrix} . \tag{6}
\]

The symbol of an \( N \) gate is shown in Fig. 1(a). Note that the horizontal line connecting the input and the output is not a physical wire as in classical circuits, it represents a qubit under time evolution.

Similarly, a two-bit gate can be represented by a \(4 \times 4\) matrix. For example, a 'Control-Not' (\( CN \)) gate is represented by

\[
CN = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} . \tag{7}
\]

The symbol of a \( CN \) gate is shown in Fig. 1(b). A \( CN \) gate consists of one control qubit, which does not change its value, and a target qubit, which changes its value only if the control qubit is \( |1\rangle \). The gate can be written as \( CN(\text{control, target}) = \{\text{control, control } \oplus \text{ target}\} \), where \( \oplus \) denotes exclusive-or.

In matrix form, a \( CN \) gate changes the probability amplitudes of a quantum system as follows:

\[
CN \cdot \begin{pmatrix} c_0 \\ c_1 \\ c_2 \\ c_3 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} c_0 \\ c_1 \\ c_2 \\ c_3 \end{pmatrix} = \begin{pmatrix} c_0 \\ c_1 \\ c_3 \\ c_2 \end{pmatrix} . \tag{8}
\]

A generalization of the quantum gates described above involves rotation and phase shift. For example, the 'not' operations on the targets in Fig. 1(a) and (b) can be replaced using general single-bit operations

\[
U = \begin{pmatrix} e^{i\delta + \frac{\phi}{2}} \cos \left( \frac{\theta}{2} \right) & e^{i\delta + \frac{\phi}{2}} \sin \left( \frac{\theta}{2} \right) \\ -e^{i\delta - \frac{\phi}{2}} \sin \left( \frac{\theta}{2} \right) & e^{i\delta - \frac{\phi}{2}} \cos \left( \frac{\theta}{2} \right) \end{pmatrix} . \tag{9}
\]

This matrix controls the phase difference and relative eigenstate contributions of the target qubit. Just like AND and NOT form a universal set for classical boolean circuits, one- and two-bit gates are sufficient to implement any unitary operation [10, [11]. A set of quantum gates which can be used to implement any unitary operation is called a universal set. There are many universal sets of one- and two-bit gates. A practical approach is to use general one-bit rotation gates as in (9) and the \( CN \) gate as a universal set.

B. Qubit Permutation and Replication

An important property regarding a quantum boolean operation is that any quantum boolean logic can be represented using a permutation. A permutation is a one-to-one and onto mapping from a finite-order set onto itself. A typical permutation \( P \) is represented using the symbol

\[
P = \begin{pmatrix} a & b & c & d & e & f \\ d & e & c & a & f & b \end{pmatrix} . \tag{10}
\]

This permutation changes \( a \rightarrow d, d \rightarrow a, b \rightarrow e, e \rightarrow f \), and \( f \rightarrow b \), with state \( c \) remaining unchanged. A permutation can also be expressed as disjoint cycles. A cycle is basically an ordered list, which is represented as

\[
C = (e_1, e_2, \ldots, e_{n-1}, e_n) . \tag{11}
\]

The order of the elements describes the operation. For example, in (11), the cycle takes \( e_1 \rightarrow e_2, e_2 \rightarrow e_3, \ldots, e_{n-1} \rightarrow e_n \), and finally \( e_n \rightarrow e_1 \). The number of elements in a cycle is called length. A cycle of length 1 is called a trivial cycle, which can be ignored as it does not change anything. A cycle of length 2 is
called a transposition. Using this notation, the same permutation $P$ shown in (10) can be written as

$$P = (a, d)(c)(b, e, f) = (a, d)(b, e, f).$$  

As we can see, a simple quantum boolean gate like \text{CN} can be regarded as a permutation, because the probability amplitudes in the quantum state are manipulated in the same way. In other words, a quantum Boolean logic gate can be expressed as a permutation, or cycles. For example, a \text{CN} of gate is indicated by $P_{\text{CN}} = (10, 11)$, changing $10 \rightarrow 11$ and $11 \rightarrow 10$, leaving all other states unchanged.

In addition to permuting the eigenstates, a qubit can be permuted as a whole. This is equivalent to reshuffling the quantum states for each of the qubits. Since a permutation can be decomposed into disjoint cycles, the implementation actually consists of executing cycles of various lengths in parallel. Because a cycle of length 1 does not permute anything, no circuit is required for a trivial cycle. For a cycle of length 2, the transposition can be done by three gates, as shown in Fig. 2(a).

The circuit in Fig. 2(a) is described as follows. For a two-qubit system

$$\ket{\psi, \phi} = c_{00}\ket{00} + c_{01}\ket{01} + c_{10}\ket{10} + c_{11}\ket{11},$$

the circuit transforms $\ket{00} \rightarrow \ket{00}$, $\ket{01} \rightarrow \ket{10}$, $\ket{10} \rightarrow \ket{11}$, and $\ket{11} \rightarrow \ket{11}$. This is equivalent to the permutation

$$P = (c_{00})(c_{01}, c_{10})(c_{11}).$$

Assuming the state of these two unentangled qubits are $\ket{\psi} = \alpha\ket{0} + \beta\ket{1}$ and $\ket{\phi} = \gamma\ket{0} + \delta\ket{1}$, where $\alpha, \beta, \gamma, \delta \in C$ and $|\alpha|^2 + |\beta|^2 = |\gamma|^2 + |\delta|^2 = 1$, the joint state

$$\ket{\psi} \otimes \ket{\phi} = \alpha\gamma\ket{00} + \alpha\delta\ket{01} + \beta\gamma\ket{10} + \beta\delta\ket{11}$$

is transformed to

$$\alpha\gamma(\ket{00} + \beta\gamma\ket{10} + \alpha\delta\ket{10} + \beta\delta\ket{11})$$

which does the transposition. Note that once we have this basic function, we can build a switching network in the same way as a classical space switch. However, a more efficient implementation exists, as will be presented later in this paper.

For a general $n$-qubit ($n \geq 3$) cycle $C = (q_0, q_1, q_2, \cdots, q_{n-1})$, it can be done by six layers of \text{CN} gates without ancillary qubits [12]. The quantum operations required to implement $C$ are described as follows. For an even $n (n = 2m, m = 2, 3, \ldots)$, we define the following nonoverlapping qubit transpositions as:

$$X = \cdots (q_{m-1}, q_{m+1}) \cdots (q_{2m-2}, q_{2m-1})(q_1, q_0)$$

The cycle can be implemented using

$$U = XY.$$

On the other hand, for an odd $n (n = 2m + 1, m = 1, 2, 3, \ldots)$, we define the following nonoverlapping qubit transpositions as:

$$X = \cdots (q_{m}, q_{m+1}) \cdots (q_{2m-2}, q_{2m-1})(q_1, q_0)$$

$$Y = \cdots (q_{m}, q_{m+1}) \cdots (q_{2m}, q_{2m+1})(q_1, q_0)$$

Note that if the subscript $m + 2 \geq n$, then $\text{mod}(m + 2, n)$ is used to avoid ambiguity. In the same way, the cycle can be implemented using

$$U = XY.$$

Two examples of general $n$-qubit cycle ($n = 5$ and $n = 6$) are shown in Fig. 2(b).

In addition to permutation, qubit replication (FANOUT) is also an important and nontrivial operation. Qubit replication takes one bit as input and gives two copies of the same bit value as output. If the source qubit is in either $\ket{0}$ or $\ket{1}$, the quantum state can be replicated exactly using a \text{CN} gate. For example, if $\ket{\psi}$ is either $\ket{0}$ or $\ket{1}$, replicating $\ket{\psi}$ to the qubit $\ket{\phi}$ can be done simply by applying a \text{CN} gate with $\ket{\psi}$ as the control and $\ket{\phi}$ as the target, i.e., $CN(\ket{\psi}, 0)$. Moreover, since both $\ket{\psi}$ and $\ket{\phi}$ can be used as the source qubits for further replication processes, the number of copies will increase exponentially, which allows $C$ copies of the same quantum state being replicated using only $\log_2 C$ layers of \text{CN} gates.
III. DIGITAL SWITCHING NETWORKS

A. Circuit Switching and Packet Switching

In classical digital communication, switching is needed in order to avoid a fully meshed transmission network. Generally, digital switching technologies fall under two broad categories: circuit switching or packet switching. In circuit switching, a dedicated path or time slot is reserved for an end-to-end bandwidth demand. The connection is established at the time of call setup and released when the call is torn down. The function of the switching module is to transfer a particular time slot in the input port to a time slot in the output port. For example, in Fig. 3, user x (time slot S0 of port P1) and user y (time slot S2 of port P2) are making two-way communication via a 4 x 4 digital switch. For the connection from x to y, the switching module transfers the data from S0 of P1 to S2 of P2. Similarly, for the connection from y to x, it transfers the data from S2 of P2 to S0 of P1. These operations complete the data exchange between x and y.

Packet switching is more sophisticated than circuit switching. Modern packet switching networks take packets that share the same transmission line as input. A packet can have either a fixed or variable length with a limited maximum size. When a packet arrives at a node, it is stored first and then forwarded to the desired node according to its header. Although significant differences such as data dependency and output contention exist between circuit switching and packet switching, they still have similarities. In both circuit switching and packet switching, the control subsystem needs to specify the switching configuration for each individual time slot, so the data in that particular time slot can be switched correctly. The switching configuration can be described using a connection digraph, which is introduced in the next section.

B. Connection Digraphs

Before we describe how digital switching can be done using quantum operations, we define a connection digraph as follows.

Definition 1: Given an n x n switch, the connection digraph at time t, \( G^t = (V, E^t) \), is a digraph such that:
1) each node \( v_i \in V(i = 0, 1, \ldots, n - 1) \) represents an I/O port;
2) \( \overrightarrow{e_{m,n}} \in E^t \) if and only if a connection exists from the input port \( v_m \) to the output port \( v_n \) at time t.

In a connection digraph, each node represents an I/O port and a directed edge \( \overrightarrow{e_{m,n}} \) describes an active connection from input port \( v_m \) to output port \( v_n \). A digraph \( G^t \) describes the connection status of a switch at a specific time, and is called the connection digraph at time t. Note that a directed edge \( \overrightarrow{e_{m,n}} \) denotes only a one-way data path. For a point-to-point two-way communication between \( v_m \) and \( v_n \), both \( \overrightarrow{e_{m,n}} \) and \( \overrightarrow{e_{n,m}} \) have to be used. Obviously, due to the connection setup and tear-down processes, the connection digraph is a function of time.

Depending on the status of the switch, the topology of a connection digraph varies. In a general digraph, it is possible that a node has multiple predecessors and multiple successors. However, when there is no output contention or the problem is solved elsewhere, each node will have at most one predecessor. As to the number of successors, it depends on the type of the connection. In a multicast connection, the source node has multiple successors, while in a unicast connection, only a single successor is possible. In this paper, we will discuss the connection digraph based on this model and show that any connection digraph can be built from a set of elementary topologies. These elementary topologies are defined as follows.

Definition 2: Given a digraph \( G = (V, E) \) with only one node, i.e., \( V = \{v\} \), G is called a null point if \( E = \emptyset \). Otherwise \( G \) is called a loopback when \( E = \{ (v,v) \} \).

In a connection digraph, a null point without predecessor and successor means there is neither input traffic coming from that port nor output traffic going to that port. For a port without incoming traffic, we assume the stuff bits are all 0’s. However, a
Fig. 5. Example of: (a) a queue connection and (b) its connection digraph.

Fig. 6. Example of: (a) a cycle connection and (b) its connection digraph.

single node with a directed edge to itself means the input traffic goes to the same port for output. This trivial cycle effectively denotes a loopback. A loopback $G^L$ can be made from a null point $G^N$ simply by linking the null point to itself. $G^L$ is called the extension loopback of $G^N$, denoted by $E(G^N)$. An example consists of null points and loopbacks is shown in Fig. 4(a). The numbers in the boxes represents the destination port numbers. An “X” represents no input traffic. Its corresponding connection digraph is depicted in Fig. 4(b).

Definition 3: Given a connected digraph $G = (V, E)$ with $n(n \geq 2)$ nodes, $G$ is called a queue if:

1) there exists one and only one head $v_h \in V$, such that for each $v_i \in V$, $\overrightarrow{v_i v_h} \notin E$;
2) there exists one and only one tail $v_t \in V$, such that for each $v_i \in V$, $\overrightarrow{v_i v_t} \notin E$;
3) for each $v_i \in V (i \neq t)$, there exists one and only one $v_j$, such that $\overrightarrow{v_i v_j} \in E$.

A queue can be represented as a linear array from the head $v_h$ to the tail $v_t$, and is denoted as $[v_0, v_1, v_2, \ldots, v_{n-2}, v_{n-1}, v_t]$. This notation means the connection at a given time includes $\overrightarrow{v_0 v_1}, \overrightarrow{v_1 v_2}, \ldots, \overrightarrow{v_{n-2} v_{n-1}}$. Note that there is no input traffic coming from $v_t$ and no output traffic going to $v_h$. An example of a queue connection is shown in Fig. 5(a), with its connection digraph $G^Q = \{P2, P4, P3, P7, P5, P6, P0, P1\}$ depicted in Fig. 5(b). Each connection in a queue is apparently a unicast connection, because there is at most one outgoing arrow from each node. Connecting the tail to the head of a queue forms a cycle, which is defined in the following definition.

Definition 4: Given a connected digraph $G = (V, E)$ with $n(n \geq 2)$ nodes, $G$ is called a cycle if:

1) for each $v_i \in V$, there exists one and only one $v_j$, such that $\overrightarrow{v_i v_j} \in E$;
2) for each $v_i \in V$, there exists one and only one $v_k$, such that $\overrightarrow{v_i v_k} \in E$.

Similarly, a cycle connection can be represented as $(v_0, v_1, v_2, \ldots, v_{n-2}, v_{n-1})$. This means the connection at a given time includes $\overrightarrow{v_0 v_1}, \overrightarrow{v_1 v_2}, \ldots, \overrightarrow{v_{n-2} v_{n-1}}$, and $\overrightarrow{v_{n-1} v_0}$. In the case of a cycle, each port has its input as well as output. As described earlier, the tail and head of a queue $G^Q$ can be connected to form a cycle $G^C$. $G^C$ is called the extension cycle of $G^Q$, denoted by $E(G^Q)$. An example of a cycle connection is shown in Fig. 6(a), with its connection digraph $G^C = \{P2, P4, P3, P7, P5, P6, P0, P1\}$ depicted in Fig. 6(b).

In order to describe a multicast connection, a tree is defined in the following way.

Definition 5: Given a connected digraph $G = (V, E)$ with $n(n \geq 2)$ nodes, $G$ is called a tree if:

1) there exists one and only one root $v_r \in V$, such that for each $v_i \in V$, $\overrightarrow{v_i v_r} \notin E$;
2) there exists a collection of nodes $L$ called leaves, such that for each $v_i \in L$ and $v_j \in V$, $\overrightarrow{v_i v_j} \notin E$;
3) for each $v_i \in V - L$, there exists at least one $v_j$, such that $\overrightarrow{v_i v_j} \in E$.
The nodes in a tree can be divided into three categories: root, internal nodes, and leaves. For the root, the output data is directed to possibly multiple output ports, but no data goes to the root. However, all leaves receive data without generating traffic. All internal nodes have exactly one predecessor and at least one successor. A tree can be represented as a concatenation of queues like $G^T = [v^T_1, \ldots, v^T_l, \ldots, v^T_k, \ldots, v^T_n]$, with $v^T_n$ be the root and each of the $v^T_i$ ($n \geq 1$) be the tail of one of the previous queues. An example of a tree connection is shown in Fig. 7(a). If there are multiple numbers in a box, they represent a multicast connection. Its corresponding connection digraph is depicted in Fig. 7(b).

A forest basically contains one and only one cycle as a subdigraph, with some of its nodes linked to either a null point, the head of a queue, or the root of a tree. Following this structure, a forest can be represented by $G^F = \{G^C, G^2, G^3, \ldots\}$, where $G^1, G^2, G^3, \ldots$ be either a null point, a queue, or a tree. A forest can be extended from a tree by connecting any leaf to the root. A forest formed by connecting the leaf $l$ with the root of $G^T$ is called the extension forest of $G^T$, denoted by $E_l(G^T)$. An example of a forest connection is shown in Fig. 8(a), with its connection digraph $G^F = \{(P4, P1, P3, P6), [P3][P3, P5], [P3, P7], [P6][P4, P2][P4, P6]\}$ depicted in Fig. 8(b).

Since each node in a unicast connection has at most one successor, a unicast connection digraph only consists of disjoint null points, loopbacks, queues, and/or cycles as subdigraphs. However, a multicast connection switches the data from one node to multiple successors, so a multicast connection digraph consists of disjoint null points, loopbacks, queues, cycles, trees, and/or forests as subdigraphs. Based on these results, we describe the architecture of quantum switching and show how it can be used to implement a connection digraph in the next section.
IV. DIGITAL QUANTUM SWITCHING

A. Principle of Digital Quantum Switching

The proposed architecture for building a digital quantum switch is depicted in Fig. 9. As shown in this figure, the I/O port of a quantum switch can be either quantum- or classical-oriented. For those I/O ports that carry quantum information (i.e., qubits), all incoming qubits can be permuted (i.e., switched) using the unitary operations specified by the control subsystem. As will be described later in this paper, this can be done efficiently using gates. In addition to switching qubits, this architecture can also be used to switch classical information. To do so, first we have to convert the classical data into qubits. For example, in a quantum switch with classical I/O ports, a classical to quantum converter (C/Q) is used to convert classical input into qubits. In a C/Q, "0" is converted into and "1" is converted into . All qubits are then permuted using unitary operations. After the permutation, all qubits are converted back into their classical form by a quantum to classical converter (Q/C). Note that, if the incoming qubit of a quantum-oriented port is a superposition of and , its destination should be a quantum-oriented port so the qubit can be recovered exactly. If a quantum-oriented port is connected to a classical-oriented port, information in the qubit will get lost due to the conversion at Q/C.

B. Connection Digraph Implementation

In this section, we show how a connection digraph can be implemented using CN gates. First we describe the connection digraph transformation guideline, then we demonstrate how this guideline can be used to implement a connection digraph. Both unicasting and multicasting will be covered in detail.

1) Guidelines for Implementing a Connection Digraph: As described earlier, due to the nature of the connection, unicasting and multicasting have different types of connection digraphs. The digraph of a unicast connection has a collection of disjointed null points, loopbacks, queues, and/or cycles as subdigraphs. However, in the digraph of a multicast connection, subdigraphs such as trees and forests are possible. As a matter of fact, these topologies are inter-related. This is shown in Fig. 10 and summarized as follows:

- A null point can be regarded as a special case of a queue, denoted by the arrow S1;
- A queue can be regarded as a special case of a tree, denoted by the arrow S2;
- A loopback can be regarded as a special case of a cycle, denoted by the arrow S3;
- A cycle can be regarded as a special case of a forest, denoted by the arrow S4.

Of course, the binary relation 'is a special case of' is transitive, so a null point and a loopback are special cases of tree and forest respectively. Fig. 10 also shows the binary relation 'can be extended to' as follows:

1) A null point can be extended to a loopback, denoted by the process E1;
2) A queue can be extended to a cycle, denoted by the process E2;
3) A tree can be extended to a forest, denoted by the process E3.

Note that the process of extension only transfers the incoming data from an idle inlet (all 0's) to an outlet which has no outgoing traffic, this does not change the switching function.

The first step of our guideline for implementing a connection digraph is to transform each disjointed subdigraph into loopbacks and/or cycles. Since no circuit is needed to implement a loopback and only six layers of CN gates are sufficient...
to implement a cycle, the switching process can be done efficiently. Some of these transformations are straightforward. For example, following E1, a null point $G^N$ can be extended to a loopback $G^L = E(G^N)$. Also, following E2, a queue $G^Q$ can be extended to a cycle $G^C = E(G^Q)$. However, for a tree or a forest, ‘cycle extraction’ and ‘link recovery’ have to be used. The process of cycle extraction and link recovery are described as follows.

**Cycle Extraction:** By definition, a forest contains one and only one cycle $G^C = (V^C, E^C)$ with a subset of $V^C$ linked to a null point, the head of a queue, or the root of a tree. The process of cycle extraction detaches all the null points, queues, and trees from the cycle by cutting all the edges in $E = \{v_i v_j | v_i \in V^C, v_j \notin V^C\}$, as shown in Fig. 11(a). This procedure transforms a forest into one cycle (arrow T1 in Fig. 10) and a collection of null points, queues, and/or trees (arrow T2, T3, and T4, respectively). Each of the null points and queues can further be transformed into loopbacks and cycles via process E1 and E2. If there are still any trees in the remaining digraph, extensions can be made again to transform the trees into forests (process E3) and the procedure of cycle extraction can be applied recursively (arrow T1, T2, T3, and T4) until no trees are left. This procedure eventually transforms a forest into loopbacks and/or cycles, so that the permutation can be implemented using six layers of $CN$ gates in parallel.

**Link Recovery:** After each cycle has been implemented, the links that had been cut must be recovered. That is, for each $v_i v_j \in E^C$, if $v_i v_k \in E$ but $v_j v_k \notin E^C$, $v_j$ must be replicated to $v_k$, as shown in Fig. 11(b). Since there will be at most $n - 2$ such $k$’s in a multicast connection digraph, the worst case the replication can be done by $\log_2 n$ layers of $CN$ gates.

After implementing cycle extraction and link recovery, the reduction process of a forest is completed. For a tree, it can be extended first to a forest via process E3 and then follows the same algorithm to complete the reduction. In summary, all the elementary topologies can be reduced to a collection of loopbacks and cycles. This allows an efficient implementation of the switching process.

2) **Unicast Quantum Switching:** Following the guideline described above, in this section we show how a unicast connection digraph can be implemented with a time complexity of $O(1)$ and a space complexity of $O(n)$. A typical unicast connection status at a given time is shown by the solid arrows in Fig. 12(a). In this example, two connection subdigraphs need to be implemented (25) and (26). These can be done by first extending $G^Q$ to $G^C = (q_1, q_1, q_2)$, as shown by the dash link in Fig. 12(a), and then implementing $G^C$ and $G^{C'}$ using six layers of $CN$ gates. As described previously, the subdigraph $G^C = (q_3, q_4, q_5, q_7, q_5)$ can be done by first applying

$$G^C = (q_3, q_4, q_5, q_7, q_5)$$

(25)

and then

$$G^Q = (q_1, q_1, q_2)$$

(26)

The transposition $(q_4, q_5)$ is done with

$$(q_4, q_5) = CN(q_4, q_5) \cdot CN(q_5, q_4) \cdot CN(q_4, q_5)$$

(29)

as shown by block B in Fig. 12(b). In the same way, $(q_6, q_7)$, $(q_4, q_3)$, $(q_6, q_5)$ are done by blocks C, E, and F, respectively.
Similarly, the implementation of \( G^{c'} = (q_1, q_2, q_3) \) can be done by first applying \( X = (q_1, q_2) \) and then \( Y = (q_1, q_3) \). These are implemented as blocks A and D in Fig. 12(b).

Note that, independent of the switch size \( n \), the whole circuit can be completed in six layers of CN gates over \( n \) qubits. This achieves a time complexity of \( O(1) \) and a space complexity of \( O(n) \).

3) Multicast Quantum Switching: In classical packet switching, the input packets are usually buffered in the memory, multicasting can be easily achieved by reading the packet once and writing the same packet to multiple destinations. If the switching is performed using quantum operations, multicasting can be done by replicating the input qubit to multiple destination qubits. A typical multicasting configuration is shown in Fig. 13(a).

In this example, the following connection digraph needs to be implemented:

\[
G^{T} = [q_0, q_1, q_2, q_3, q_4, q_5, q_6, q_7].
\]  

Based on the guidelines, each of the steps is shown below.

1) The tree \( G^{T} \) can be extended to a forest by linking any leaf, say \( q_2 \), to \( q_0 \). The cycle extraction procedure is then performed to cut \( q_3 q_4 \) and \( q_5 q_6 \). The result is shown in Fig. 13(b).

2) The extension and cycle extraction processes are recursively applied to \([q_6, q_7]\) until no tree is left, as shown in Fig. 13(c).

3) Each of the disjointed subdigraphs can be implemented in parallel. The subdigraph \( G^{c'} = (q_0, q_1, q_2, q_3, q_4) \) can be done by first applying \( X = (q_1, q_2) \) and then \( Y = (q_1, q_3) \), while \( G^{c'} = (q_0, q_7) \) can be implemented directly, as shown by blocks A, B, D, E, and C in Fig. 14.

4) Each of the disconnected edges has to be recovered, so \( q_3 \) needs to be replicated to \( q_0 \), as shown in Fig. 13(d). These can be done by blocks F and G in Fig. 14.

In general, the total number of layers for implementing a multicast connection digraph is \( 6 + \lceil \log_2(\text{max } k) \rceil \) where \( r \) is the maximum number of \( \frac{t_k}{t_{d}}(k = 1, 2, \ldots r) \) that are to be recovered. In the worst case, when one inlet is broadcast to all other \( n-1 \) outlets, the whole connection digraph can be done in \( O(\log_2 n) \) layers of CN gates over \( n \) qubits. This results in a time complexity of \( O(\log_2 n) \) and a space complexity of \( O(n) \).

C. Issues on Physical Implementation

Several physical implementations have been demonstrated to be good candidates for performing quantum operations [13]–[17]. Some issues on selecting the qubit for physical implementation are discussed in this section.

First, just like any other quantum system, decoherence and error correction are important issues in such a quantum switch. In a general quantum system, the qubit selection needs to maximize

\[
S_{\text{max}} = \frac{t_{\text{d}}}{t_{d}}
\]  

where \( t_{d} \) is the decoherence time and \( t_{o} \) is the time for a single quantum operation. This allows more quantum operations to be completed within the decoherence time. However, because there are only six layers of CN gates to be performed before the qubits lose their coherence, maximizing \( S_{\text{max}} \) is not such an important issue. Moreover, it turns out that selecting an implementation with minimum \( t_{o} \) will be useful. To be more specific, as long as \( 6 * t_{o} \leq t_{d} \), the line speed of the switch can be as high as \( 1/(6 * t_{o}) \) b/s. For some implementations, this is on the order of \( 10^{14} \) to \( 10^{10} \) second [18]. To further reduce the probability of errors, many error correction schemes can be used. For example, a qubit that carries one bit of information can be encoded using \( m \) qubits [19]–[21]. This protects the qubits from a limited number of errors. Fortunately, since the operation time \( 6 * t_{o} \) is relatively short compared with the decoherence time of most implementations, errors tend to be small enough such that a small \( m \) is suffice to do the protection.

Second, if this architecture is used to switch classical information, the C/Q and Q/C form the interface between the clas-
tical domain and the quantum domain. Due to wide applications of optical devices in the current telecommunication industry, we assume the incoming classical data is in optical form (although the frequency and intensity are not designed specifically for classical-to-quantum conversion). The implementation of C/Q depends on what kind of qubit is used in the switching module. For example, if the energy level of an electron is used as the qubit, the incoming optical data “1” must be able to excite the energy level of the electron from |0⟩ to |1⟩. On the other hand, the Q/C should be able to convert the quantum state |0⟩ and |1⟩ back to their optical form. Usually this can be done by performing a measurement on the qubit.

D. Advantages of Quantum Switching

In the field of classical digital switching, various techniques have been used to switch the input data to the corresponding output port. For example, data can be switched in the space domain, the time domain, etc. If the data is switched in the space domain, usually the switching process is performed in parallel and can be completed in constant, i.e., $O(1)$, time. However, to provide this capability, usually the space complexity is a tradeoff. For example, in the crossbar architecture, it requires an $O(n^2)$ space consumption to perform the switching. On the other hand, if the data is switched in the time domain, it needs only $O(n)$ space complexity in general. However, in a time division switch, connections are established in a time-sharing manner so a connection occupies the resources for only a short duration of time. Although switching in the time domain cannot be “blocked,” the time duration for switching each connection eventually will be limited by the devices (e.g., memory) due to the increase of total throughput. In other words, although the space consumption is usually $O(n)$ (which is reasonable), time/speed is the bottleneck for a time switch.

Based on these discussions, we show that quantum switching has a lot of advantages over classical switching technologies. The first advantage of performing digital switching using operations in the quantum domain is that it is strict-sense nonblocking. A switch is called strict-sense nonblocking if the network can always connect each idle input to an arbitrary idle output independent of the current network permutation [22]. Note that switching in the space domain is not always nonblocking. Sometimes, the required data path can not be established even if the output port is available. However, switching in the quantum domain is actually a unitary transformation, which is always possible. This results in the fact that a quantum switch is nonblocking in the strict sense.

Second, although it has the same time complexity ($O(1)$) as a space switch, quantum switching achieves a better performance in terms of the space complexity. To make a classical space switch nonblocking, a certain number of modules in the middle stage have to be used to allocate a physical path for each connection, so the number of cross-points increases with the size of the switch. For example, in a Close network [23], the minimum number of modules in the middle stage is $2n - 1$ and it requires at least $4n(\sqrt{2n} - 1)$ cross-points to build the network. However, an $n \times n$ quantum switch uses only $O(n)$ qubits as the basis to perform the switching while it keeps the same time complexity as a space switch.

Third, although it has the same space complexity ($O(n)$) as a time switch, quantum switching achieves a better performance in terms of the time complexity. In a classical time switch, usually the bottleneck is the speed of the switching device. Because when the throughput increases, the time duration for switching a particular bit of data decreases. For example, in a memory switch with throughput $T$, the memory speed must be at least $1/(2T)$ to allow one read and one write operation to be performed. However, in the quantum switching, the time complexity is scalable and not sensitive to the throughput. A high throughput quantum switch can be built simply by increasing the number of I/O ports. This induces only a reasonable amount ($O(n)$) of space consumption. Even in the worst case scenario, the throughput gain still outweighs the time penalty in a classical time domain switch ($O(n)$ versus $O(\log_2 n)$).

V. Conclusions

Networks are growing rapidly due to increased number of users and rising demands for bandwidth-intensive services. To support such a huge traffic volume, a wide range of different technologies are being proposed as the core of a high-performance switch. In this paper, an architecture of digital quantum switching is presented. The proposed mechanism allows digital data to be switched using a series of quantum operations. The procedures of how to implement unicast and multicast connections are discussed in detail. In terms of the blocking rate, this architecture is strict-sense nonblocking. From a complexity point of view, the space complexity grows only linearly with the number of I/O ports, and the time complexity is constant for unicasting and logarithmic for multicasting. This architecture is scalable and can be applied to build high-performance switching devices.
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