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Abstract: Introduced by Lawrence and Johnson in 1986, the concept of pi-sharing can be used to analyze the stability of discrete-time systems. However, to determine the suitable pi-coefficients required in the application of pi-sharing theory is in general a difficult task. It involves checking the negative semi-definiteness (n.s.d.) of a complicated matrix. This paper formulates an alternative problem, the max-p problem, for determining the ‘best’ pi-coefficients, and proposes a solution method for the problem. The n.s.d. condition is turned into conditions on the coefficients of a series of polynomials, which are easier to solve than the original one. An example is used to illustrate the procedure in detail.
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1. Introduction

Generalizing the concepts of passivity and hyperstability [2], Lawrence and Johnson develop the pi-sharing theory to analyze the stability of discrete-time systems, including the recursive identification process and adaptive control systems [1,3,4]. The theory uses a set of pi-coefficients to describe the system characteristics based on the concept of energy exchange. With the theory, it can be shown that a feedback system consisting of two subsystems in a loop, even though one of the subsystems is not passive, can still be stable by the dissipativeness of the other subsystem. When applied to the error model analyses [5–7] of adaptive systems, this theory can deduce quite meaningful stability conditions [3]. The SPR (strictly positive realness) condition for the linear time-invariant subsystem, and the passivity condition for the nonlinear time-varying subsystem obtained by the traditional passivity theorem, hyperstability theory, and the Lyapunov method, are all special cases of pi-sharing stability conditions [1,3]. Moreover, the SPR condition can be relaxed by the ‘persistent power’ condition [3].

Although through the quantitative descriptions of pi-coefficients, the pi-sharing theory does have much potential to provide more definite interpretations of an adaptive control system, recent research about this topic is rare, partly because it is hard to determine suitable pi-coefficients, and with an inappropriate choice the resulting stability analysis may be too conservative or even useless [1,3]. In this paper, aiming at the purpose of maximizing the finite mean-square gain stability range of the type of feedback systems mentioned above, we propose an alternative formulation for obtaining a set of pi-coefficients, which is called the max-p problem. In the original work [1], the determination of suitable pi-coefficients involves checking the n.s.d. of a complicated matrix, while in our solution method for the max-p problem, it becomes checking some conditions, mainly the Hurwitzness, on a series of polynomials. It is clear, at least from the example we use to illustrate the procedure, that our formulation and solution method do provide an easier way for finding the pi-coefficients. Furthermore, from the very purpose of forming the max-p problem, the set of pi-coefficients obtained in this paper is seen to have a certain optimal sense.

2. Problem formulation

Consider a single-input–single-output discrete-time system with a state-space-like ‘factorable’ form [3]:

\[ x(k+1) = A(k)x(k) + b(k)u(k), \]
\[ y(k) = c^T(k)x(k) + d(k)u(k). \]

where \( x(k) \in \mathbb{R}^n \) is the state vector, \( u(k) \in \mathbb{R} \) is the input, \( y(k) \in \mathbb{R} \) is the output, and \( A(k), b(k), c(k) \) and \( d(k) \) are system ‘matrices’ with suitable dimensions. The system (1), (2) is said to
be pi-sharing with respect to pi-coefficients \( \{ \Gamma(k), Q(k), p(k), r(k) \} \) [1] if

\[
\sum_{k=0}^{\tau} u(k) y(k) \\
\leq x^T(\tau + 1) \Gamma(\tau + 1) x(\tau + 1) \\
- x^T(0) \Gamma(0) x(0) + \sum_{k=0}^{\tau} x^T(k) Q(k) x(k) \\
+ \sum_{k=0}^{\tau} y^2(k) p(k) + \sum_{k=0}^{\tau} u^2(k) r(k)
\]

(3)

for all \( \tau \in \mathbb{N} \) and \((u, x, y)\) satisfying (1), (2), and both \( \Gamma(k) \) and \( Q(k) \) are positive semi-definite (p.s.d) for \( 0 \leq k \leq \tau + 1 \). A sufficient condition [1] for \( \{ \Gamma(\cdot), Q(\cdot), p(\cdot), r(\cdot) \} \) to be a set of pi-coefficients for the system (1), (2) is that

\[
M(k) = \begin{pmatrix} M_1(k) & m_2(k) \\ m_2^T(k) & m_4(k) \end{pmatrix}
\]

(4)
is n.s.d. for \( 0 \leq k \leq \tau \), where

\[
M_1(k) = A^T(k) \Gamma^T(k + 1) A(k) - \Gamma(k) \\
+ Q(k) + p(k) c(k) c^T(k),
\]

(5)

\[
m_2(k) = A^T(k) \Gamma^T(k + 1) B(k) \\
- \frac{1}{2} c(k) + p(k) d(k) c(k),
\]

(6)

\[
m_4(k) = b^T(k) \Gamma^T(k + 1) b(k) \\
- d(k) + r(k) + p(k) d^2(k).
\]

(7)

Consider a composite system \( \Xi \) as shown in Figure 1. Suppose the forward-path subsystem \( \Xi_1 \) has pi-coefficients \( \{ \Gamma_1(k), Q_1(k), p_1(k), r_1(k) \} \) and the feedback-path subsystem \( \Xi_2 \) has pi-coefficients \( \{ \Gamma_2(k), Q_2(k), p_2(k), r_2(k) \} \). Then a set of sufficient conditions ensuring \( \Xi \) has finite mean-square gain [1] is

(a) \( r_1(k) + p_2(k) > 0, \quad \forall k \in \mathbb{N}, \)

(8)

and

(b) \( p_1(k) + r_2(k) > 0, \quad \forall k \in \mathbb{N}. \)

(9)

On the other hand, this means that as long as the energy generation \( (p < 0 \text{ or } r < 0) \) in one subsystem is overcome by the excess dissipation \( (p > 0 \text{ or } r > 0) \) in the other, the interconnected system remains stable. On the other hand, this also means that one subsystem having too small (or even negative) pi-coefficients will impose stringent stability conditions upon the other. Therefore, to maximize the finite mean-square gain stability range for the system \( \Xi \), it is advisable to find the sets of pi-coefficients for \( \Xi_1 \) and \( \Xi_2 \) with \( p_1 \)'s and \( r_1 \)'s as large as possible. However, the pi-coefficients \( p \) and \( r \) for a subsystem are themselves correlated as can be seen from the expression for the matrix \( M \), which is required to be n.s.d. Hence, a practical way for finding the suitable pi-coefficients is to maximize \( p \) (or \( r \)) with \( r \) (or \( p \)) required to be greater than or equal to a preset constant. This brings out our formulation of finding for a system the 'optimal' pi-coefficients. For simplicity, we shall neglect the time index \( k \) in the following discussion, i.e., we shall consider only time-invariant pi-coefficients. Our information is:

**Problem 1 (Max-p problem).**

Maximize \( p \)

\[
\begin{align*}
\Gamma, Q, r
\end{align*}
\]

subject to

(a) \( M \preceq 0, \)

(11)

(b) \( \Gamma \succeq 0, Q \succeq 0, \text{ and } r \succeq r_0, \text{ a given constant}. \)

(12)

### 3. Properties of M-matrix

Clearly, in the max-p problem, condition (a) is more difficult to satisfy than condition (b). Hence we shall analyze the properties of the matrix \( M \), trying to change condition (a) into a more solvable condition. We first regroup \( M \) in (4)–(7) as

\[
M = E + p \cdot H,
\]

(13)

where

\[
E = \begin{bmatrix}
A^T \Gamma A - \Gamma + Q & A^T \Gamma b - \frac{1}{2} c^T \\
b^T \Gamma A - \frac{1}{2} c \end{bmatrix}
\]

and

\[
H = \begin{bmatrix}
c & d \\
0 & 0
\end{bmatrix} \cdot \begin{bmatrix}
e^T & d
\end{bmatrix} \equiv h \cdot h^T.
\]
It is obvious that $M$ is affine in $p$, and $M$, $E$, and $H$ are all symmetric matrices. We derive the following result first.

**Lemma 1.** For the matrices defined in (13)-(15),
(a) $\det(\lambda I - M) = f(\lambda) - p \cdot g(\lambda)$, where $f(\lambda) = \det(\lambda I - E)$ and $g(\lambda) = h^T \text{adj}(\lambda I - E) \cdot h$; and
(b) $g(\lambda) = (h^T h) \det(\lambda I - \bar{E}_1)$, where $\bar{E}_1$ is the leading $(n - 1) \times (n - 1)$ principal submatrix of $\bar{E} = UEU^T$, and $U$ is an orthogonal matrix.

**Proof.** (a) By the definitions,
\[
\det(\lambda I - M) = \det(\lambda I - E - pH) = \det(\lambda I - E) \cdot \det\left[I - p(\lambda I - E)^{-1} hh^T\right] = \det(\lambda I - E) \cdot \left[1 - ph^T(\lambda I - E)^{-1} h\right] = \det(\lambda I - E) - ph^T \text{adj}(\lambda I - E) \cdot h.
\]

(b) From the expression for $g(\lambda)$ in (a), it is easy to see that
\[
g(\lambda) = \det\begin{bmatrix} \lambda I - E & \hbar^T \\ \hbar & 0 \end{bmatrix}.
\]

There exists an orthogonal matrix $U$ (obtainable by pre-multiplying a suitable Householder transformation [8] with the backward identity matrix, i.e., the matrix with unity elements on its anti-diagonal and zero elements elsewhere) such that $U \cdot h = \sqrt{h^T h} \cdot e_{n+1}$, where $e_{n+1}$ is the last column of the $(n + 1) \times (n + 1)$ identity matrix. Thus
\[
g(\lambda) = \det\begin{bmatrix} \lambda I - UEU^T & -U \hbar \\ h^T U^T & 0 \end{bmatrix} = (h^T h) \det\begin{bmatrix} \lambda I - \bar{E} & -e_{n+1} \\ e_{n+1}^T & 0 \end{bmatrix} = (h^T h) \det(\lambda I - \bar{E}_1).
\]

From the lemma above, it is known that the degrees of $f(\lambda)$ and $g(\lambda)$ and $n + 1$ and $n$ (consider the non-trivial case in which $h \neq 0$), respectively. Let $f(\lambda)$ and $g(\lambda)$, respectively, be decomposed as
\[
f(\lambda) = \prod_{i=1}^{n+1} (\lambda - a_i), \quad g(\lambda) = (h^T h) \prod_{i=1}^{n} (\lambda - \beta_i).
\]

Define
\[
\psi(\lambda) = f(\lambda) / g(\lambda)
\]
and
\[
\mu(\lambda) = \det(\lambda I - M) = f(\lambda) - p \cdot g(\lambda) = \prod_{i=1}^{n+1} (\lambda - \gamma_i).
\]

Then we have:

**Lemma 2.** All the roots of $f(\lambda)$, $g(\lambda)$, and $\mu(\lambda)$ are real, i.e., $\alpha_i \in \mathbb{R}$ for $i = 1, \ldots, n + 1$, $\beta_i \in \mathbb{R}$ for $i = 1, \ldots, n$, and $\gamma_i \in \mathbb{R}$ for $i = 1, \ldots, n + 1$.

**Proof.** The realness of the $\alpha_i$'s, $\beta_i$'s, and $\gamma_i$'s can be obtained easily from the fact that the matrices $E$, $\bar{E}$, $\bar{E}_1$, and $M$ are all symmetric. □

Without loss of generality, we let
\[
\alpha_1 \leq a_2 \leq \cdots \leq a_n \leq a_{n+1},
\]
\[
\beta_1 \leq \beta_2 \leq \cdots \leq \beta_n,
\]
and
\[
\gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_n \leq \gamma_{n+1}.
\]

To obtain our next result, Theorem 1, we need the following lemma [8].

**Lemma 3.** If $A_i$ denotes the leading $i \times i$ principal submatrix of an $n \times n$ symmetric matrix $A$, then for $i = 1, 2, \ldots, n - 1$, the following interlacing property holds:
\[
\lambda_1(A_{i+1}) \leq \lambda_1(A_i) \leq \cdots \leq \lambda_i(A_{i+1}) \\
\leq \lambda_i(A_i) \leq \lambda_{i+1}(A_{i+1}),
\]
where $\lambda_j(A)$ denotes the $j$-th smallest eigenvalue of $A$.

**Theorem 1.** (a) The roots of $f(\lambda)$ and $g(\lambda)$ interlace, i.e.,
\[
\alpha_1 \leq a_1 \leq \alpha_2 \leq \cdots \leq a_i \leq \beta_i \\
\leq a_{i+1} \leq \cdots \leq a_n \leq a_{n+1}.
\]
(b) \( \psi(\lambda) \) is continuous in \((\beta_{i-1}, \beta_i)\) where \( \beta_{i-1} < \beta_i \). For the sake of consistency we let \( \beta_0 = -\infty \) and \( \beta_{n+1} = +\infty \).

(c) \( \psi(\lambda) > 0 \) for \( \lambda \in (\alpha_i, \beta_i) \) where \( \alpha_i < \beta_i \); whereas \( \psi(\lambda) < 0 \) for \( \lambda \in (\beta_{i-1}, \alpha_i) \) where \( \beta_{i-1} < \alpha_i \).

(d) \( \psi(\lambda) \) is monotonically increasing in \((\beta_{i-1}, \beta_i)\) where \( \beta_{i-1} < \beta_i \).

(e) For all \( p > 0 \), \( \gamma \in [\alpha_i, \beta_i] \); whereas for all \( p < 0 \), \( \gamma \in [\beta_{i-1}, \alpha_i] \).

**Proof.** (a) From Lemma 3, the roots of

\[ g(\lambda) = (h^T h) \det(\lambda I - \bar{E}_i) \]

have the interlacing properties with the eigenvalues of \( \bar{E}_i \), which are the same as those of \( E \), i.e., the roots of \( f(\lambda) = \det(\lambda I - E) \).

(b) Since \( \psi(\lambda) \) is a rational function, it is continuous in the intervals where its denominator is not zero. This proves the statement in (b). Note that it may happen that \( \beta_\ell = \beta_{i+1} \) for some \( i \). In general, suppose

\[ \beta_{i-1} < \beta_i = \beta_{i+1} = \cdots = \beta_{i+j} < \beta_{i+j+1} ; \]

then we must have

\[ \beta_i = \alpha_{i+1} = \beta_{i+1} = \cdots = \alpha_{i+j} = \beta_{i+j} \]

by the interlacing property (a). Hence there must be at least \( j \) ‘pole-zero cancellations’ in \( \psi(\lambda) \). If \( \alpha_i \) or \( \alpha_{i+j+1} \) equals \( \beta_i \), then \( \psi(\lambda) \) is not continuous in the intervals \((\beta_{i-1}, \beta_i)\) and \((\beta_{i+j}, \beta_{i+j+1})\).

(c) Note that both \( f(\lambda) \) and \( g(\lambda) \) have positive leading coefficients (unity and \( h^T h \), respectively). In addition, for \( \lambda \in (\alpha_i, \beta_i) \) where \( \alpha_i < \beta_i \), both

\[ \frac{(\lambda - \alpha_i) \cdots (\lambda - \alpha_j)}{(\lambda - \beta_1) \cdots (\lambda - \beta_{i-1})} \]

and

\[ \frac{(\lambda - \alpha_{i+1}) \cdots (\lambda - \alpha_{n+1})}{(\lambda - \beta_j) \cdots (\lambda - \beta_n)} \]

are positive. Thus \( \psi(\lambda) \) is positive in \((\alpha_i, \beta_i)\). The second part of (c) can be proved similarly.

(d) Let

\[ \frac{d\psi(\lambda)}{d\lambda} = \psi(\lambda) \left( \sum_{j=1}^{n+1} \frac{1}{\lambda - \alpha_j} - \sum_{j=1}^{n} \frac{1}{\lambda - \beta_j} \right) \equiv \psi(\lambda) \Delta(\lambda). \]

Since for \( \lambda \in (\beta_{j-1}, \alpha_j) \),

\[ \Delta(\lambda) = \sum_{j=1}^{n} \left( \frac{1}{\lambda - \alpha_j} - \frac{1}{\lambda - \beta_j} \right) + \frac{1}{\lambda - \alpha_{n+1}} < 0, \]

and for \( \lambda \in (\alpha_j, \beta_j) \),

\[ \Delta(\lambda) = \frac{1}{\lambda - \alpha_1} + \sum_{j=1}^{n} \left( \frac{1}{\lambda - \alpha_{j+1}} - \frac{1}{\lambda - \beta_j} \right) > 0, \]

we have \( \lambda \in (\beta_{j-1}, \alpha_j) \cup (\alpha_j, \beta_j) \) that \( d\psi(\lambda)/d\lambda > 0 \). The point \( \lambda = \alpha_i \), if \( \beta_{i-1} < \alpha_i < \beta_i \), can be discussed similarly. We omit it for the sake of brevity.

(e) Consider first the simplest case in which \( \beta_{i-1} < \alpha_i < \beta_i \) for \( i = 1, \ldots, n+1 \). Since \( \mu(\lambda) = f(\lambda) \cdot g(\lambda) \), it is easy to see that \( \gamma \notin \{\beta_1, \ldots, \beta_n\} \) for \( i = 1, \ldots, n+1 \). Thus \( \mu(\lambda) = g(\lambda)[\psi(\lambda) - p] = 0 \)

if and only if \( \psi(\lambda) = p \). Utilizing the properties of \( \psi(\lambda) \) described in (a)-(d), we can conclude that the values of \( \lambda \) at which \( \psi(\lambda) = p \) satisfy (e). In general, if

\[ \beta_{i-1} < \beta_i = \cdots = \beta_{i+j} < \beta_{i+j+1}, \]

then by the interlacing property (a) and the fact that \( \mu(\lambda) = f(\lambda) \cdot g(\lambda) \), we have at least \( \gamma = \alpha_i = \beta_i \) for \( t = i+1, \ldots, i+j \). After these ‘common roots’ are extracted, the remaining discussion is the same as that for the simplest case. \( \Box \)

To make some of the statements made in the proof of Theorem 1 and some subsequent statements more clear, Figure 2 displays the \( \psi(\lambda) \) for

\[ f(\lambda) = (\lambda + 6)(\lambda + 4)(\lambda + 3)(\lambda + 1) \]

and

\[ g(\lambda) = (\lambda + 5)(\lambda + 3)(\lambda + 2) \]

as an example. It is seen that the diagram of \( \psi(\lambda) \) consists of several ‘branches’, each being confined between two adjacent uncancelled poles (roots of \( g \)), and monotonically increasing from \(-\infty\) to \(+\infty\). Also, with every horizontal (dotted) line corresponding to a constant value of \( p \), each branch has exactly one intersection.

Continuing our discussion on the n.s.d. condi-
tions of the matrices $M$, we let $v_g$ and $v_f$ denote, respectively, the number of zero roots of $g(\lambda)$ and $f(\lambda)$. Then
\[
g(\lambda) = \lambda^{v_g} \left( g_n \lambda^{n-v_g} + \cdots + g_{r_g} \right) \equiv \lambda^{v_g} \tilde{g}(\lambda),
\]
and
\[
f(\lambda) = \lambda^{v_f} \left( \lambda^{n-v_f+1} + f_n \lambda^{n-v_f} + \cdots + f_{r_f} \right) \\
\equiv \lambda^{v_f} \tilde{f}(\lambda),
\]
where $g_{r_g} \neq 0$ and $f_{r_f} \neq 0$. From the interlacing property of Theorem 1, we know
\[
v_g - 1 \leq v_f \leq v_g + 1.
\]
Moreover, we have:

**Theorem 2.** There exists a finite $p$ such that the matrix $M$ is n.s.d. if and only if $\tilde{g}(\lambda)$ is strictly Hurwitz and $v_g \leq v_f$.

**Proof.** Note first that the matrix $M$ is n.s.d. if and only if its eigenvalues $\gamma_i \leq 0$ for all $i = 1, \ldots, n + 1$.

Also, in the proof of Theorem 1 we see that, for a given $p$, the eigenvalues of $M$ are either the common roots of $f(\lambda)$ and $g(\lambda)$, or the value at which $\psi(\lambda) = p$.

To show the `if' part, we see that if $\tilde{g}(\lambda)$ is strictly Hurwitz, then the largest common roots of $f(\lambda)$ and $g(\lambda)$, or the rightmost branch of $\psi(\lambda)$ are completely located to the right of $\lambda = 0$, both resulting in positive eigenvalues of $M$ for any finite $p$. Suppose now $\tilde{g}(\lambda)$ is Hurwitz and $v_g - 1 = v_f$. Then there remains an uncanceled pole of $\psi(\lambda)$ at $\lambda = 0$. This implies the rightmost branch of $\psi(\lambda)$ is completely to the right of $\lambda = 0$. Again we have a positive eigenvalue of $M$ for any finite $p$. \[ \square \]

### 4. Solution of the max-p problem

From the proof of Theorem 2, we immediately obtain:

**Corollary 1.** The max-p problem (10)-(12) can be reformulated as:

**Problem 2.**

Maximize \[
\frac{f_{r_g}}{\Gamma.Q.r - g_{r_g}}
\]
subject to
\[
(a) \quad \tilde{g}(\lambda) \text{ is Hurwitz and } v_g \leq v_f,
\]
\[
(b) \quad \Gamma \geq 0, \quad Q \geq 0, \text{ and } r \geq r_0, \text{ a given constant.}
\]

![Fig. 2. Branches of $\psi(\lambda)$.](image)
Note that we use \( f_x \) to denote the coefficient of the \( \chi^x \)-term in the polynomial \( f(\lambda) \).

**Proof.** By Theorem 2, the condition (11) in the max-p problem can be replaced by the conditions in (28). Also, if \( v_g = v_f \), then
\[
\psi(0) = \frac{f_r}{g_r} = f_r / g_r
\]
is the maximal value of \( p \) for the n.s.d. of \( M \). Otherwise \( v_g + 1 = v_f \), which implies \( f_r = 0 \) and thus \( \psi(0) = 0 \) is the maximal value of \( p \) for the n.s.d. of \( M \). In both these two cases the new objective function \( f_r / g_r \) matches the original objective function \( p \). \( \Box \)

Let
\[
\Omega_i = \{(\Gamma, Q, r) \mid \Gamma \geq 0, Q \geq 0, r \geq r_0,\}
\]
for \( 0 \leq i \leq n \). Obviously the feasible region, constrained by (28) and (29), of Problem 2 is equal to \( \Omega_0 \cap \cdots \cap \Omega_n \). Thus we may sequentially maximize the objective function in (31), subject to the constraint that \( (\Gamma, Q, r) \in \Omega_i \), for \( i = 0, \ldots, n \). Note that because of the strict Hurwitzness condition on \( g(\lambda) \), \( \Omega_i \) is in general not a closed set. Therefore the objective function (27) may have a supremum rather than a maximum in \( \Omega_i \). However, our numerical experiences show that if we find a supremum, rather than a maximum, in \( \Omega_i \), then the supremum can always be obtained as a local maximum in \( \Omega_{i+1} \). Thus currently we only compare all the resultant maximal values from maximizations over \( \Omega_i \)'s with one another. The set of \( (\Gamma, Q, r) \) corresponding to the largest maximum, together with the maximum, form the 'optimal' set of pi-coefficients.

An example is used to illustrate this process.

**Example 1.** Consider the first-order system
\[
\xi(z^{-1}) = \kappa \frac{1 + b_1 z^{-1}}{1 - a_1 z^{-1}},
\]
whose system 'matrices' are \( A = a_1, b = \kappa, c = a_1 + b_1, \) and \( d = \kappa \). Then, \( M = E + pH \) where
\[
E = \begin{pmatrix}
(a_1^2 - 1)\Gamma + Q & \kappa a_1 \Gamma - \frac{1}{2}(a_1 + b_1) \\
\kappa a_1 \Gamma - \frac{1}{2}(a_1 + b_1) & \kappa^2 \Gamma - \kappa + r
\end{pmatrix},
\]
\[
H = \begin{pmatrix}
(a_1 + b_1)^2 & \kappa (a_1 + b_1) \\
\kappa (a_1 + b_1) & \kappa^2
\end{pmatrix}.
\]

By Lemma 1,
\[
f(\lambda) = \lambda^2 + f_1\lambda + f_0 = \det(\lambda I - E),
\]
and
\[
g(\lambda) = g_1\lambda + g_0.
\]

Then,
\[
f_0 = -\kappa^2\Gamma^2 + [\kappa(1 + a_1 b_1) - r(1 - a_1^2) + \kappa^2 Q]\Gamma
- \frac{1}{2}(a_1 + b_1)^2 + (r - \kappa)Q,
\]
\[
g_0 = \kappa^2(1 - a_1^2)\Gamma - r(a_1 + b_1)^2 - \kappa^2 Q.
\]
\[
f_1 = (1 - a_1^2 - \kappa^2)\Gamma - r + \kappa - Q.
\]
\[
g_1 = \kappa^2 + (a_1 + b_1)^2.
\]

To solve Problem 2 in the feasible region \( \Omega_0 \) is to
\[
\max f_0 / g_0
\]
such that \( \Gamma \geq 0, Q \geq 0, r \geq r_0, g_0 > 0 \).

We take the partial derivatives of the objective function with respect to each independent variable. Then
\[
\frac{\partial (f_0 / g_0)}{\partial Q} = \frac{- [\kappa^2 b_1 \Gamma + (r - \frac{1}{2}\kappa)(a_1 + b_1)]^2}{g_0^2}
< 0;
\]
hence choose \( Q = 0 \).

\[
\frac{\partial (f_0 / g_0)}{\partial r} = \frac{- [\kappa(1 + a_1 b_1)\Gamma - \kappa Q - \frac{1}{2}(a_1 + b_1)^2]^2}{g_0^2}
< 0;
\]
hence choose \( r = r_0 \).

\[
\frac{\partial (f_0 / g_0)}{\partial \Gamma} = \frac{\delta_1^2 - \delta_2^2}{g_0^2},
\]
where
\[
\delta_1 = b_1\kappa^2 \Gamma + (r_0 - \frac{1}{2}\kappa)(a_1 + b_1)
\]
and
\[
\delta_2 = \kappa^2 \Gamma - (r_0 a_1 + \frac{1}{2}b_1)(a_1 + b_1).
\]

Case 1. Setting \( \delta_1 = \delta_2 \), we obtain
\[
\Gamma = - \frac{a_1 + b_1}{\kappa^2}\left( \frac{\kappa}{2} - r_0 \frac{1 + a_1}{1 - b_1} \right)
\]
and
\[ p = \frac{1 + a_1}{\kappa^2 (1 - b_1)} \left( \kappa - r_0 \frac{1 + a_1}{1 - b_1} \right). \]

Case 2. Setting \( \delta_1 = -\delta_2 \), we obtain
\[ \Gamma = \frac{a_1 + b_1}{\kappa^2} \left( \frac{1}{2} - r_0 \frac{1 - a_1}{1 + b_1} \right) \]
and
\[ p = \frac{1 - a_1}{\kappa^2 (1 + b_1)} \left( \kappa - r_0 \frac{1 - a_1}{1 + b_1} \right). \]

To solve Problem 2 in the feasible region \( \Omega_1 \) is to
max \( f_1/g_1 \)
subject to \( \Gamma \geq 0, \ Q \geq 0, \ r \geq r_0, \)
\[ f_0 = g_0 = 0, \ g_1 > 0. \]

This problem can be solved similarly and the solution is:
Case 3.
\[ \Gamma = \frac{1}{2\kappa} \left( \frac{a_1 + b_1}{1 + a_1 b_1} \right)^2, \]
\[ Q = 0, \quad r = \frac{\kappa}{2} \frac{1 - b_1^2}{1 + a_1 b_1}, \]
and
\[ p = \frac{1}{2\kappa} \frac{1 - a_1^2}{1 + a_1 b_1}. \]

Given numeric values of \( a_1, b_1, \kappa, \) and \( r_0 \), we can test the feasibility of Cases 1–3 in \( \Omega_0 \) and \( \Omega_1 \), and compare the maximum values of \( p \), of which the largest is the ‘best’ \( p \).

5. Conclusions

The max-p problem is formulated for determining a set of ‘best’ pi-coefficients corresponding to the maximal finite mean-square gain stability range of a feedback system. The original difficult n.s.d. condition on a matrix is transformed into conditions on the coefficients of a series of polynomials. The max-p problem can be more easily solved using the new conditions. Further simplifications to problems involving high-order systems are still under investigation.
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